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F49620-03-1-0038

John Kim
Department of Mechanical and Aerospace Engineering

University of California, Los Angeles

1 Technical Objectives

The objectives of this project are twofold: to develop a detached-eddy simulation (DES) technique
for turbulent flows past an airfoil at a high angle of attack, and to explore new control strategies
for the separated flow, utilizing modern control theories.

The ability to control flows to achieve a desired effect is a matter of tremendous consequence
in many applications. Not surprisingly, there has been enormous interest in controlling flows to
achieve such effects for well over a century. Traditional flow control approaches have been based
primarily on the control designers' physical insight into the relevant flow physics together with

some simple trial and error. While such approaches have been successful and will continue to play
a significant role, the incorporation of model-based control theory into fluid mechanics presents
new opportunities for many open problems in fluid mechanics.

The systems theory approach to flow control, in which modern control theories are utilized
in designing optimal control inputs, is a new promising approach to flow control in general and
turbulence control in particular. While it has been demonstrated that the systems theory approach
is indeed a viable and promising approach to controlling simple flows (e.g., turbulent channel flows
and boundary layers), extending this approach to complex flows (e.g., flows past an airfoil at an
angle of attack) presents many new challenges. For simple flows, a linear model of a flow under
consideration can be constructed by using the linearized Navier-Stokes equations, and the resulting
linear system is used in control synthesis. Fourier decomposition is typically used to transform the
original control problem into a set of decoupled, lower-dimensional systems, thus converting a large
linear system into a large number of small systems. Examples of successful applications of systems
theory approach to flow control can be found in Lee et al. (2001), Hdgberg (2001), Lim (2003).

Applications of the systems theory approach to complex flows are not straightforward, because
the required linear system is not readily available and/or the resulting system is too large to
handle. We have developed a new approach to constructing a linear system model for complex
flows. Specifically, we used a system identification approach to obtain an approximate linear model.
The linear quadratic Gaussian (LQG) control synthesis was then used to design optimal controllers
for the identified linear model. A system-identification-LQG approach was applied to control a
separated boundary layer flow on a flat plate, where the separation was induced by an imposed
adverse pressure gradient on the opposite wall (Huang 2005).

What follows is a summary of technical approaches and accomplishments. Further details are
referred to the attached appendix.
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2 Technical Approaches

The incompressible flow considered in the present study is governed by the Navier-Stokes equations
and the continuity equation, which after proper non-dimensionalization can be written as

()vi
Oxi 0

O (vi v) + p 1 92v,Ovi -+(2)
at ax3  axi Re Oxjaxj

where vi is the velocity component in Cartesian coordinate xi (i = 1,2, 3), p is pressure, and Re
is the Reynolds number. It is known that the spectrum of length scales rapidly widens when the
Reynolds number is increased. LES generally can reach higher Reynolds numbers higher than
DNS, but still requires near-DNS resolution near the wall to obtain accurate results. To compute
high-Reynolds-number flows, we used the DES approach, in which the appropriately filtered Navier-
Stokes equations and the eddy viscosity transport equation written in generalized coordinates (for
complex-geometry flows) are
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where c. Ox=/O9lj, - = J(c.)-1 , aij = ,y-.4/J, are the transformation metric terms, J is the

Jacobian of transformation, and qj = "yJuj, uj being the filtered Cartesian velocity components.
Equation (5) is is actually the Spalart-Allmaras turbulence model with the following modified
definition for d:

d min(d, CDESA) (6)

where d is the minimum distance to the wall, A is a representative local grid size, and CDES
essentially determines the boundary dividing the LES and RANS regions. The eddy viscosity VT

in (4) and iF in (5) are related by vT = fjl0. The definitions of model constants {Cbl, Cb2, Cwl,a O}
and functions {f,, fvl, S} in (5) can be found in Nikitin et al. (2000).

A linear system model is required to design optimal control input, which minimizes a certain
cost function. In particular, we need a discrete-time state-space model in the following form:

Xi+l = Axi + Bui, (7)

yi = Cxi + Dui , (8)

where (A, B, C, D) are system matrices, xi the state vector, ui the control input, and yi the mea-
surement vector. Here i denotes the time-step index. In LQG-control synthesis, the optimal control
sequence ui can be obtained in the following form

ui = -K.•i , (9)
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which minimizes the cost function
00

Z = xTRx + yuTRui. (10)

In equation (9), xi: denotes an estimated state obtained from the Kalman filter,

xi+j = AMj + Bui + L(yj - C.Ji - Dui) , (11)

which estimates the evolution of the state vector x. For simple flows, the system matrices (A, B, C, D)
can be derived easily (e.g. Lee et at. 2001, Lim 2003), and the control gain K in (9) and the Kalman
filter gain L in (11) can be obtained by solving corresponding algebraic Riccati equations, which
relate the control (filter) gain matrix with the system matrices.

For complex flows, the system matrices are not readily available. The system matrices are
instead estimated from properly-designed input-output data sequences using a system identification
technique. We have shown that a subspace system identification method works better than direct
least-square estimates of the auto regression with an exogenous input (ARX) model in identifying
a flow system with noisy input-output signals (Huang 2005). The subspace identification procedure
starts with exciting the flow system with a known actuation sequence ui. The wall measurement
sequences yi, together with ui, are used to construct data matrices of the form

M = [U1 UP YA1 , (12)

where Uf, Up and 1'f represent future input, past input and future output, respectively. Once M is
constructed, it can be used to obtain the associated Hankel matrix, which in turn is used to compute
the estimate of system matrices (A, B, C, D). More details of the subspace identification method
can be found in Van Overschee & De Moor (1996) and Gibson et al. (2000) and the references
therein.

3 Accomplishments

We have developed numerical methods and computational codes for solving (3), (4) and (5) imple-
mented on parallel computers and a subspace system identification procedure in Huang (2005). The
codes are capable of performing DNS, LES, DES and RANS within a unified framework and have
been extensively tested and validated. In particular, our domain decomposition method remove
prior problem-size limitations and allows much larger simulations to be performed provided that
sufficient number of processors are available. This has put us in a position to focus on turbulence
modeling and control design issues. More details are found in Huang (2005).

We applied the the system-identification-LQG-based approach to a separated bubble on a flat
plate, which was a simplified model for the leading-edge flow separation on an airfoil. This simpli-
fied flow model was used to save computational resources, but the control scheme developed here
can be applied to complex airfoil flows without modification. The separation bubble was created
by applying an adverse pressure gradient to an incoming Blasius boundary layer. The subspace
method gave more accurate results than the direct least-square estimate of an ARX model that we
had used earlier (Figure 1). The good agreement among the measurements generated by a state
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Figure 1: Identification errors. (Solid) Least-square estimate of the ARX model. (Dashed) Subspace
identification method.

estimator based on the identified model, its reduced-order model, and the full Navier-Stokes equa-
tions (Figure 2) suggested that the approximate models were able to capture important features
of the separated flow. The controller, based on the reduced-order model using the LQG synthesis,
was then applied to the Navier-Stokes simulations. Figure 3 shows the mean velocity profiles for
the controlled and uncontrolled separated boundary layers. The controller design based on the
identified linear model was shown to reduce the time-averaged separation bubble size.

Although we have developed a systems theory approach to flow control and have achieved the
some favorable control results for the model problem, we have also identified a number of issues
which require further investigation, including:

"* The optimal approach to excite the system in a multiple-input and multiple-output (MIMO)
setting. This is an issue since turbulent flow is a distributed system and some standard
techniques developed for lumped systems do not apply.

"* An appropriate cost function that can be directly related to reduction of separation bubble
size.

"* Adjusting control parameters to account for the evolution of the mean flow (this is an issue
of gain scheduling).

"* The influence of identification and modeling errors to controller performance.
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Figure 3: Mean velocity profiles of a separated boundary layer. (top) 2D separated boundary layer. (bottom) 3D
separated boundary layer. Solid: controlled. Dashed: uncontrolled.
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Abstract

A new closed-loop control approach for separated flows is developed. In order to perform nu-
merical simulations of complex flows with and without control, an efficient flow solver which can
treat high-Reynolds number turbulent flows is first developed, and tailored for flow control study.
Turbulence simulation techniques including direct numerical simulation, large-eddy simulation,
detached-eddy simulation, and Reynolds-averaged Navier-Stokes calculations are incorporated into
a unified numerical framework. The algorithm is based on finite-difference discretization of ap-
propriately filtered Navier-Stokes equations and turbulence model equations written in generalized
coordinates with a domain decomposition scheme for parallel computation. The new flow solver is
validated by comparing computational results against available ones found in the literature. For
simple flows, such as turbulent channel and boundary layers, several investigators have successfully
designed controllers based on linear optimal control theory. However, applying the same procedure
to complex separated flows is hindered owing to the fact that certain required information of the
flow is not readily available. In this study, the control of a separated boundary layer exposed to
an adverse pressure gradient is considered as a model problem for separated flow past an airfoil at
an angle of attack. An approximate linear model of the flow is obtained from input-output data
sequences using a subspace system identification method and a model reduction scheme, instead of
from linearized Navier-Stokes equations. The linear model is able to capture a number of important
features of the separated flow. A linear quadratic Gaussian control synthesis is then used to obtain
the optimal feedback control law. Effects of the controller are investigated by comparing controlled
flows to uncontrolled ones and those controlled by conventional open-loop schemes. The feedback
control is able to reduce the time-averaged separation bubble size.



Chapter 1

Introduction

1.1 Overview

1.1.1 Flow Past an Airfoil

At zero angle of attack, the incoming flow toward the airfoil, referred to as the freestream, splits
into two streams at the leading edge and boundary layers form on each side of the airfoil. The
disturbances contained in the freestream may grow or decay in the boundary layer, depending on
factors including the Reynolds number, surface roughness, surface curvature. The question how

incoming small disturbances evolve in the vicinity of the leading edge in the background laminar
flow is known as the problem of leading edge receptivity and has been the subject of extensive
study [19].

The attached boundary layer near the leading edge is accelerated rapidly and then experiences
adverse pressure gradient further downstream. Natural transition may occur due to the viscous

Tollmien-Schlichting instability in the boundary layer. At lower Reynolds number, transition can
be triggered when artificial tripping is applied or the turbulence intensity in the free stream is
high. Transition near the airfoil surface may be delayed or even suppressed by active control (e.g.,
by suction) such that laminar flow can be sustained for a larger portion of the airfoil than its
uncontrolled counterpart. Research along this line is known as the laminar flow control (LFC).
Reviews of the LFC technology during 1930's to 1990's can be found in Joslin [45].

When the angle of attack is increased, the flow may separate from the airfoil surface and the
flow pattern is quite different from its counterpart of zero angle of attack. There are many possible
scenarios for this configuration. When laminar separation occurs on the suction side of the airfoil,
the flow may undergo rapid transition to turbulence in the shear layer and the turbulent flow may
reattach to the airfoil surface. In this case, a closed (in the time-averaged sense) region is formed
and is often referred to as a "laminar separation bubble" [40]. The length of the separation bubble
is sensitive to various parameters of the background flow, such as the level of disturbance intensity,
pressure gradient and Reynolds number. A "short" bubble can burst into a "long" bubble [71]

or break into a completely separated shear layer under different conditions. Much research has
been devoted to advance the understanding of laminar separation bubbles in the past few decades.
Gaster [28], for example, experimentally studied the mean flow structure of a laminar separation
bubble. Pauley et al. [72] numerically studied the vortex shedding features of a laminar boundary

layer subject to adverse pressure gradient. They applied a suction profile on the top boundary
of their computational domain, creating a potential flow field with adverse pressure gradient in
the streamwise direction. To understand how disturbances evolve in a laminar separation bubble,
Watmuff [93] performed detailed measurement of a laminar separation boundary layer. Impulsive
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disturbances are introduced into the flowfield at the bottom of the boundary layer. The formation
of three-dimensional vortex loops from two-dimensional wave packets was observed and carefully
studied. Alam and Sandham [3] carried out direct numerical simulation of laminar separation
bubbles. Top-boundary suction is used to create a adverse pressure gradient and time-periodic
blowing and suction at the wall is applied to perturb the incoming boundary layer.

At higher Reynolds number, the boundary layer transition may take place before separation.
The resulting turbulent boundary layer may separate, remain attached, or separate and then reat-
tach, depending on the Reynolds number, the angle of attack and many other parameters. Sepa-
rated turbulent boundary layers are quite different from their attached counterparts, and are not
well understood [681.

On the pressure side of the airfoil, the (laminar or turbulent) boundary layer typically remains
(fully or partially) attached. At the trailing edge, strong interaction among the vortices generated
from the suction and pressure sides of the airfoil can occur. The overall flow pattern is rather
complicated over a wide range of Reynolds numbers.

When the angle of attack is increased beyond the stall angle, the flow over an airfoil becomes fully
separated, resulting in significant loss of the lift force. Flow separation can also be found in many
other engineering applications, such as diffusers and turbine cascades operating under off-design
conditions. Flow separation can result in the device's loss of efficiency, unfavorable unsteadiness
and noise generation. A separated airfoil flow typically consists of freestream, boundary-layer,

and wake regions. The flow in the boundary-layer region undergoes a dynamic process, which
includes local acceleration/deceleration, separation, and reattachment (if the angle of attack is not
too large). Depending upon the conditions at freestream and the geometry of the airfoil, transition
to turbulence may take place somewhere during this process. In the wake region, the flow patterns
show the features observed in other canonical blunt-body flows, such as shear-layer instability,
vortex shedding and mutual interaction of vortices. The wake exhibits self-excited global oscillations
without external forcing, but it may also respond to external forcing. These and other related
features have important consequences in flow control, and therefore a thorough understanding
of the airfoil flow at high angles of attack is an essential step toward developing effective control
strategies for this technologically important flow. The complexity of this flow, however, makes both
experimental and numerical investigations extremely challenging (see, e.g., [3,16,52,68,86,87,93]).

1.1.2 Active Control of Complex Flow

Active flow control applied to an airfoil at high angles of attack has been a subject of extensive
investigations owing to its technological importance. Various control schemes for separated flows
have been tried in the past. While the use of passive flow control methods [26,27] require no energy
input and has a long history, active control methods have gained much attention in the last decade,
partially due to recent progress in the sensor and actuator technology [35].

Active flow control approaches can be loosely divided into two groups: open-loop control and
closed-loop control. Most existing open-loop control schemes for a flow over an airfoil have been
based on the investigators' physical insight into the flow, and have been a trial-and-error approach.
In this approach, the control actuation, such as those of the synthetic-jet type [301 or by sound [18],

forcing the flow at certain frequencies (usually related to the vortex shedding or instability mecha-
nisms) is applied in a predetermined fashion without feedback of instantaneous flow state. Although
how forcing affects separated flows generally have not been completely understood, some success
has been reported in controlling separated flows by choosing appropriate forcing frequency, ampli-
tude and locations (see, e.g., [21,33,79-81]). A number of examples using this approach are briefly
reviewed below.
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Seifert and Pack [79,81], experimentally studied the effects of oscillatory blowing on the NACA
0015 airfoil at chord Reynolds number of 3.1 x 107. Oscillatory blowing at reduced frequency, nor-
malized by the airfoil chord length and freestream velocity, in the range of 0.5 and 1 was found to be
most effective. It was demonstrated that oscillatory actuation significantly alter the lift coefficient
for some parameter sets. The momentum coefficient required by oscillatory blowing is orders of
magnitude smaller than steady blowing to achieve similar level of aerodynamic performance. Dono-
van et al. [211 numerically investigated the effectiveness of surface jet applied on the NACA 0015
and NACA 0012 airfoils at Reynolds number in the order of 0(106). They found that the synthetic
jet significantly increases the lift coefficient in the post-stall regime. Hassan et al. [34] numerically
investigated the effect of an array of synthetic jets on an NACA 0012 airfoil at Reynolds number
of 3 x 106 and Mach number of 0.6. The synthetic jet is applied over 10% of NACA 0012 airfoil's
surface. They examined the effects of jet locations, peak jet velocity and jet frequency on the
lift, drag and pitching moment. Wu et al. [95] used the NACA 0012 airfoil to study the effects of
various actuation frequencies and amplitudes. Reviews of active separation control can be found
in Greenblatt and Wygnanski [33].

In these studies, the two main control parameters are excitation frequency and excitation ampli-
tude. Other key parameters include angle of attack, Reynolds numbers and actuation location. It
should be noted that in the cases mentioned above, only a (single) prescribed excitation frequency
was applied to the flow. The exploration of some frequency range has to be performed in order to
find maximum performance gain (usually lift enhancement or drag reduction). Global flow para-
meters, such as moment coefficient, lift coefficient, drag coefficient, or their combinations, are the
measuring factors to examine the efficiency of the applied control scheme. Instantaneous surface
pressure variations are used in some cases to explain the observed performance change with and
without control.

It is noted that detailed dynamics in controlled flows is generally unavailable experimentally,
probably due to the difficulties of measuring the complex flowfields. As an alternative, compu-
tational approach may provide a way to explore the parameter space at (possibly) a lower cost.
However, while reasonable lift and/or drag coefficients were obtained in these calculations for small
angles of attack, discrepancies among computational results were reported in some cases even with-
out control, especially at post-stall angles of attack [95]. In fact, this situation is not only specific to
flow control, but also to separated flows in general. One possibility of these discrepancies may be the
use of two-dimensional Reynolds-average Navier-Stokes (RANS) method for computing separated
flows.

On the other hand, in a closed-loop control approach, instantaneous flow information (such as
pressure or shear stresses) is used to determine the current and future control actuation command.
Methods based on modern control theory have recently emerged as a promising approach than
conventional trial-and-error methods [9, 48, 64].

In this control-theoretic approach, the problem of controlling a nonlinear flow is formulated as
a nonlinear optimization problem, in which the objective is to minimize a certain cost function,
properly defined to achieve certain control goals. General nonlinear optimization techniques have
been developed for flow control [1,8], but often come with high computational cost, which makes
this approach difficult to apply to real flow systems, especially for three-dimensional turbulent
flows. Nevertheless, using such an approach, Bewley et al. [11] was able to show that, by choosing
an appropriate optimization time horizon and cost functions, it was possible to laminarize a fully-
developed turbulent channel flow at Re, = 100, where Re, is the Reynolds number based on half
channel height and the friction velocity at the wall.

A suboptimal approach developed by Lee et al. [54] used a very small time horizon (in [54]
the time horizon equals the computational time step) and linear adjoint equations to avoid the

3



iterative procedure used in [11]. The approach was applied to turbulent channel flow at Re, = 100
and achieved 20% drag reduction. A similar approach was applied to the control of laminar vortex
shedding behind a circular cylinder [61], and the control of a turbulent backward-facing step flow

[47].
An alternative to the nonlinear optimization approach is to formulate the flow control problem

within the framework of linear optimal control theory [32]. In this approach the system dynamics
is assumed linear; all nonlinear effects are considered "noise" to the flow system (or the plant, in
control-theory terminology). One major advantage of using linear optimal control theory is that
the state-space solution of the optimal control and efficient and stable computational algorithms
have been available [24,96].

Some success using this approach has been reported in the last decade, aiming at suppressing
disturbances (e.g., to delay transition) in a laminar channel [6,10,44] or in a laminar boundary
layer [37], or reducing skin-friction drag of turbulent channel flows [37,38,55]. Some implications
of applying a linear approach to nonlinear wall-bounded flows were discussed by Kim and Lim [49].

The common elements in these control methods are (1) a prescribed mean velocity profile,
based on which the control is designed, and (2) spectral decomposition of the system equations.
Specifically, the spanwise and streamwise periodicity is used to apply Fourier decomposition so that
a multi-dimensional problem is transformed into a series of one-dimensional problems. Therefore,
this approach is essentially limited for simple flow configurations.

An interesting development of this approach is that, although the Fourier decomposition based
control design is a global approach (i.e., the computation of control command at one point requires
information from components of all wavenumbers), it has been shown [5,37] that the control kernel
decays exponentially in space. This implies that it may be possible to construct a compact physical-
space control kernel for real implementation.

The success of applying the linear optimal control approach for controlling attached boundary
layer flows led to the question as to whether it is possible to extend this approach to more complex
flows, such as the flow past a pitched airfoil for lift enhancement or separation reduction. For
complex flows, however, certain system information required to formulate the control problem using
linear optimal control theory is not readily available. A possibility to circumvent this difficulty is
to use the system identification techniques [70] to construct an approximate linear model for the
flow system using the input-output data sequences [43,76].

1.2 Objectives

Motivated by the success of applying linear control to turbulent flows, the present study aims at
developing closed-loop strategies for controlling separated flows. Like some previous studies based
on system-theoretic approaches, numerical experiments will be used for performance checks, and to
evaluate feasibility. Numerical experiments have the advantages of providing detailed flow dynamics
(for both controlled and uncontrolled cases) that allow us to examine the effects of control actuation,
as direct numerical simulation (DNS) and large eddy simulation (LES) have been established as
reliable tools for turbulence research [65].

However, numerical experiments for complex spatially-developing separated flows (such as flow
past an airfoil) are considerably more expensive than for simple flows (e.g., fully developed channel
flow). In practice, additional computational cost mainly comes from large mesh size (i.e., the
mesh size should be small enough to resolve developing turbulence and the domain size should be
large enough to capture large-scale vortical structures), wider space and time spectra (i.e., low-
frequency oscillations and high-frequency turbulent fluctuations), and more complicated (hence
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more expensive) solution algorithm for handling the irregular geometry. The computational cost
is even higher if more realistic (higher) Reynolds numbers are considered in simulations. We note
that most previous feedback control studies considered flow at very low Reynolds numbers. In
addition, the control design procedure is often iterative for controller parameter tuning. Although
this is a standard practice and works well for low-dimensional systems, it becomes computationally
expensive for the case of flow control (i.e., high-dimensional distributed systems), as each iteration
itself takes a significant amount of time to compute. The overall computing cost is high when the
number of iterations is increased.

The objectives of this study are: (1) to develop efficient simulation tools for performing reliable
simulations of separated flows, and (2) to develop a feedback control strategy for separated flows
utilizing linear optimal control theory.

To achieve the first objective, we developed a generalized-coordinate flow solver utilizing mas-
sively distributed-memory parallel computers to shorten simulation time. The parallel algorithm
essentially removes memory limitation, so that large-scale (i.e., very fine resolution) simulations
can be carried out when necessary. To handle high Reynolds number turbulent flows, we use a
unified numerical framework to incorporate the DES (Detached-eddy simulation), LES and RANS
techniques, so that stand-alone accuracy check can be made to establish the solver's reliability.
The developed computational tools are used to study the flow physics of separated flows, and how
control affects the flow physics. To achieve the second objective, we use system identification meth-
ods to construct approximate linear system model using input-output data and to construct the
feedback control using an LQG (Linear Quadratic Gaussian) control synthesis.
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Chapter 2

Mathematical Formulations

This chapter summarizes the governing equations for incompressible flow written in generalized
coordinates and turbulence models, including those for large-eddy simulation and detached-eddy
simulation, used in the present study.

2.1 Governing Equations

The governing equations for incompressible flows are the Navier-Stokes equations and continuity
equation. Written in nondimensional form using Cartesian coordinates, they are

ui Ou1iuj Op 1 a2u, (2.1)

O-t Ox, Oxi +ReOx+Ox' (2.)'
Ouj = 0, (2.2)
Oxj

where ui is the velocity component in the xi direction, p is pressure, and Re is the Reynolds number.

2.2 Large-eddy Simulation

In large-eddy simulations small eddies are modeled by a subgrid-scale stress (SGS) model while
large eddies are computed directly by solving filtered Navier-Stokes equations. Conventionally the
filtering operation is expressed as

f(x) = Jf(x, r)G(r)dr, (2.3)

where G is a filter kernel, f is an unfiltered variable, and f is a filtered variable. Filtering the
momentum equations yields

Ofti O+ii+ Op 1 O9•i, (2.4)

Ot + Ox Oxi Re OxOXj Ox j (24

where rij is the subgrid-scale (SGS) stress tensor. Using the eddy-viscosity hypothesis, the SGS

stresses can be expressed in terms of the resolved strain rate,

1 -
Tj - 3j = 2 vTSij, (2.5)
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where
- 1 1 \oj + Oiij

__j 5I a (2.6)
2 \i 3  /

The filtered momentum equations can be written asai7L a(ti~i ) _ )a[1]
+-- + 1 -K + VT) Sid . (2.7)a xj 57- 5-- -~Re

An SGS eddy-viscosity model is needed to compute VT. The Smagorinsky model provides a relation
between the eddy viscosity and resolved strain rate and can be written as

VT = (CsA) 2 1SI, (2.8)

where

S = ,•S, (2.9)

2 (O O+j' (2.10)2U = i\xj + Oxi

are computed from the resolved velocity field uij. Germano et al. [29] proposed a method to evaluate
the Smagorinsky constant Cs, which is now known as the dynamic procedure.

2.3 Detached-eddy Simulation

The DES approach was proposed by Spalart et al. [84] as a means for simulations of high-Reynolds
number turbulent separated flows. At high Reynolds numbers, the ratio of large and small turbu-
lence scales grows like Re9/ 5, and that resolving the near-wall small scales using existing DNS/LES
techniques requires extensive computational resources, if not out of reach.

In the formulation of Nikitin et al. [691, the Spalart-Allmaras turbulence model (S-A) is used
to calculate the eddy viscosity in the near-wall region (referred to as the "RANS region"):

all afl (F,,+ i [I ap +cb 2 aTIaf
U3 +u-- = Cb1SO - C.1f. (V + P) - (2.11)t Xj d ~ xl a 19Xk Oxk'

where VT = i/fvl. The model functions are

f11 = X3/(x 3 
+ Cv 3 ), (2.12)

A,21- 1 X (2.13)f2=1 1 + xfwl'
6 66

f- = g [(1 + C.3 )/(g + cI 3)]1/ 6  (2.14)

(2.15)
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where

X = f//V, (2.16)

g = r + cw2(r 6 - r), (2.17)

r = Fd2/ (2.18)

g=S + AU•f2, (2.19)

S-= /•Q'3ij, (2.20)

21 (ui -uN4 (2.21)

The model coefficients are:

cbl = 0.1355, (2.22)

cb2 = 0.622, (2.23)
c.,, = 7.1, (2.24)

u = 2/3 (2.25)

Cw2 = 0.3, (2.26)

C.3 = 2, (2.27)

K = 0.41, (2.28)
cb1 (I+ CO2

c-w K (• + or (2.29)

In equation (2.11), d is the distance to the nearest wall. In the regions away from the wall (referred
to as the "LES region"), the eddy viscosity is calculated in the same way, but with a different
definition of d, proportional to the local grid size:

d = max Axi, (2.30)i

where Axi is the local grid size in the i-th coordinate direction. The RANS and LES regions are
divided according to the value of j

d = min(d, CDESA), (2.31)

where CDES = 0.65 is used as in [69].

2.4 Coordinate Transformation

In order to handle flow problems with curved solid surface (e.g., flow past an airfoil), the governing
equations are transformed into a curvilinear coordinate system so that the boundary coordinate
line coincides with the curved surface. Consider smooth mapping function Mi, i = 1, 2,3, between
the Cartesian coordinates xi and the curvilinear coordinates 6i (i = 1,2,3):

X1 = M1 (• 1 , 2 , 3), (2.32)

X2 = M 2 (• 1,6 2 ,6 3), (2.33)

X3 M 3 ( 1,6 2,6 3 )- (2.34)
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The governing equations (2.1)-(2.2) can be transformed from the xi-coordinate system to the ji-
coordinate system by using the transformation metrics

= Oax and b. - 0 , (2.35)
c ~i 3 9j

for i = 1, 2,3 and j = 1, 2,3. The matrices

C =IC2 and B I= b2 b2b (2.36)3• 4 C33 3b 3 b33
LC1cc [bi b2 ~

are related by BC = I, I being a 3-by-3 identity matrix. The Jacobian of transformation is defined

to be J = det(C), where det(.) is the determinant of a matrix. The Cartesian velocity components
ui and the contravariant velocity components vi are related by ui = cjvj. Using the chain rule

O/O9i = b O/Oj and defining q, = Jvj, aij = Jbi'b2, and &, = c3./J, the Navier-Stokes equations

and the continuity equation, are written in the following forms:

1 = 0 (2.37)

Oqi +b a q Op

-+ bmOk 196k19- k (2.38)

k b50  [( + VIT) a (mn)]

Similarly, the S-A eddy viscosity equation is also transformed to generalized coordinates:

0f 1j 1 df

-+ -j-(qif,) = Cbl,§Ft -__ b2W1 (.9Tt - a~iRe d(2.39)
1 1)• a• 0f ai 0flai
R-e J~e (1{ + [+)ai +Cb2 ±"

In this study, we consider a simplified version of coordinate transformation:

xI = M 1( 1 ,6 2), (2.40)

X2 = A4 2 (61,6 2), (2.41)

X3 = 63- (2.42)

The expression of other metric terms are derived accordingly. Although this transformation is less

general than the transformation (2.36), it is useful for all geometry considered in this study, ranging
from boundary layer flow to flow past an uniform-span airfoil.

2.5 Mesh Generation

An elliptic grid generation method by Hsu and Lee [41] is used to generate curvilinear mesh. In
this approach, the coordinates are obtained by numerically solving the nonlinear elliptic equations

02 xi b 2xi 02xi
a0{-a61 + ba92 + C 1-6-•2 = Pi, (2.43)
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where a, b, c and Pi are functions of Oxi/Ol9j for i,j = 1,2. In this technique, the control function
Pi is iteratively adjusted along the boundaries to produce orthogonal mesh near boundaries. Grid

orthogonality can be controlled along all boundaries. The details of this grid generation method,
including a stable discretization method for equations (2.43), can be found in [411 and are not
repeated here. Computational experiments show that this elliptic grid generation method typically
requires much longer computation time than the hyperbolic grid generation method (e.g., [17]),
but can produce very smooth mesh. As turbulence simulations, especially DNS, typically have

stringent requirement for grid quality, the elliptic grid generation technique is used in this study.
We noted that this mesh generation method is also used in the DNS study of a turbine passage by

Kalitzin et al. [46].
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Chapter 3

Simulation Methods

In this chapter the numerical methods used to solve the governing equations presented in Chapter 2
are discussed. The main purpose is to establish computational tools for studying separated flow
physics and flow control. The efficiency of computational codes is of critical importance in order
to make controller synthesis and tuning feasible.

This chapter is divided into four sections, which discuss the spatial discretization schemes, time
advancement algorithm and the implementation on distributed-memory parallel computers.

3.1 Spatial Discretization

Spatial discretization plays a critical role in turbulence simulations using finite difference methods.
Computations using central difference schemes, which lack a numerical dissipation mechanism like
upwind schemes, tend to "blow up" in an under-resolved simulation. On the other hand, upwind
schemes are stable but may overly suppress the small-scale turbulence fluctuations [14, 631. It
has been a subject of debate whether upwind difference schemes should be used in turbulence
simulations, LES in particular [63,75,89]. The debate mainly evolves around under-resolved LES.
For well-resolved simulations, good results of turbulence statistics have been reported using either
central or upwind schemes.

When central difference schemes are used, a number of different approaches to stabilize the
computations have been proposed and used, including applying low-pass filters [20, 92], adding
numerical dissipation [77], or formulating the scheme such that it discretely conserves the kinetic
energy [66]. Continuously applying low-pass filtering extracts energy from the flow, and filtering
operation itself introduces arbitrariness to the computations. It should be mentioned that the
dealiasing operation [12, 15] in spectral methods also removes energy from the flow. Likewise,
numerical dissipation is typically introduced in an ad hoc manner [88]. Recently, the energy-
conserving formulation has gained some attention because it neither requires additional filtering
nor requires adding artificial dissipation to stabilize the simulations [66,73,90]. However, in reality,
it is difficult to enforce the energy-conserving conditions exactly on non-orthogonal, stretched grids
commonly found in complex geometry without sacrificing accuracy, or when the discrete Poisson
equation is solved only approximately (as opposed to solving it exactly to within machine accuracy).
In addition, how energy redistributes, in the discrete sense, among the resolved wavenumbers is
unknown. Nevertheless, good turbulence statistics have been reported using these schemes [59,66,
73]. In the present study, a second-order central scheme, a third-order upwind scheme and a fourth-
order central scheme are used to approximate the spatial derivatives in the Navier-Stokes equations.

On Cartesian uniform mesh, the present second-order scheme is kinetic-energy conserving (when
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the Poisson equation is solved exactly), while the fourth-order scheme is not (although it is non-
dissipative). The third-order upwind scheme is always dissipative.

Despite the good properties of energy-conserving schemes for the momentum equations, in our
preliminary simulations unacceptable numerical oscillations were found in the eddy viscosity fields
of the Spalart-Allmaras turbulence model on non-orthogonal, skewed grids when central differencing
is used. Negative eddy viscosity from the oscillating solution eventually caused numerical insta-
bility and produced meaningless results. Therefore, as a compromise, upwind schemes are used to
discretize the eddy viscosity transport equation of the Spalart-Allmaras turbulence model. Further
details of spatial discretization are given below, using the standard staggered grid arrangement [25].

The second-order central-difference scheme is used to approximate all spatial derivatives in the
momentum equations. The second-order central-difference scheme is defined as

O =" f if fi+1/2 - fi-1/2 (3.1)

to approximate the first derivative of f with respect to ý at grid point indexed by i. Second
derivatives are approximated by

(af_ + - (aLf)i
~( ~ ~~J //2 (3.2)

where

a- 25 2 ~ (3.3)

The transformation metric terms are approximated in the similar way:

2 A6 2 (3.4)

Explicit third-order and fourth-order finite difference methods are also implemented to discretize
the convection terms. The fourth-order central difference method to approximate the first derivative
is

65 = €k+2 + 80j+1 - 80j-1 + ¢/- 2  (3.5)
6ý 12AC

The third-order upwind scheme is

4fi+l + 6fi - 12fi-1 + 2fi-2
if . . . . , ifqi> (3.6)

- -2fi+2 + 12fi+1 - 6fi - 4fi- if3.<0
12Aý fi 0

One-sided finite-difference methods are used near the boundaries. When the second-order scheme
is used to approximate the convection terms, the metric terms are computed using the same dis-
cretization scheme. When the third-order or the fourth-order scheme is used to approximate the
convection terms, the metric terms are computed using a fourth-order scheme. More details of
computing the metric terms are given in Appendix A.
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When the fourth-order scheme is used for the convection terms, the viscous terms are discretized
with a second order scheme. So the formal order of accuracy of the scheme is still second order.
Nevertheless, significant accuracy improvement is found when the fourth-order scheme is used.
However, in turbulent flow calculations, the fourth-order scheme is found to be unstable when the
flowfield is not well-resolved. Under the same conditions, the second-order and the upwind schemes
are found to be stable.

3.2 Temporal Discretization

The time advancement scheme uses the Crank-Nicolson method [88] for terms computed implicitly
and a low-storage third-order Runge-Kutta method [85] for terms computed explicitly. The frac-
tional step method [2,23] is used to solve for velocity and pressure in a sequential manner. The
discrete continuity and momentum equations are written as

S- qf- -I 20f/F.- +,31(M! + M'-') + reEf- 1 + CeE- 2, (3.7)

At
D(q') - 0, (3.8)

where E1 and Mi denote terms computed explicitly and implicitly, respectively, Fj the pressure
gradient terms and D the discrete divergence operator defined as

D(q)= 6 - 2 = _ + "3 (3.9)

The Runge-Kutta substep index e = 0 corresponds to the flow field at time t and £ 3 responds
to the flow field at time t + At. The coefficients of the Runge-Kutta scheme are:

(1 15'

(71,"/Y2, 73) - 5A, 3)

(1 12 42
(6, ¢2, 03)= -, _0 5

The terms computed implicitly are

M , =- bl lq q + ] (3.•o)b -[-l6ql2  (3.10)

2 -

M 2 [Rdlq2q 2 + 22Vt(dq 2)

+ b [-d2q2q2 + a (q 2 ) (1

1Mq33=Ij -q2q3 + 022Vt (3.12)
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where 1

Vt = Re + vT, (3.13)

has been used to simplify notation. In equation (3.11), M2 contains terms nonlinear in q2, and
requires an iterative procedure when inverting the implicit system of equations. Alternatively,
without loss of overall temporal accuracy, it can be linearized as

(q2q2)= 2q'1 q2 - q21 q2- 1 + O(At 2), (3.14)

requiring no iterations. The rest of the terms in the Navier-Stokes equations are computed explicitly,
expressed as

Ei = -EHi+Evi±Esi for i = 1,2,3, (3.15)

where

EH1 = b 11 (dlqlqI + dlqlq2) + bl-± (dcq2q 2)A~1 ý61 6 C (3.16)

±bl1 (d2qiql + d22qiq 2) 2) ±(d-q2 2 6 5 (qiq3),

EH2 zzb 2  " (d'q l ql + dlqlq 2) + 0- (dlqlq2)
+z•(~qq +d22qlq 2) + (d2 2 +(3.17)

+ Ra 2 2 l +6 (qlq3),

EH3 = - (qlq3) + 6 (qaq3), (3.18)

Ev,= bl -- a [ll Vt4-(dlql + da2q 2) + al2Vt (dlql + d~q2)
[a122Vt-(d'ql + dlq2) +22 Vt j(d2q2)

+bl- [oivt 9(d~q, + d 2q2) + a12Vt (d~lql + d22q 2) (3.19)

+ o1l2t.t-(dlq, + d2q 2 ) + ±22tt (diq2
+v ~[i b t•- (bq • 2 I-a 2 j-bq

+ 2  ) 22Vt(ty(diq2)]

Ev2 b2l [al~vt (blql + blq2) +o l2vt (blql + b'q2)

b2 l2Vt -2 (bl ql + blq 2 ) + Q22Vt (bl ql )

b2 ,[Ol, t_• (blq1+ b2q+ a tq1 b2q2)] (3.20)- 2-- 1 -}- 2q ) ý62 t 2 b

-t 2 • t 2 2t2 2
b2 C2V (bi q, + b2 q2) + oZ22 Vt 3ý(bl ql + b2q2)
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1 g (a, q3"\1 ) (al q3

J61  Jt 3 " 7  5 / q (3.21)

Esl =all (bl + b 2 !) 6 (dlq +dlq2 )

+ all • b 2 ) ' (dl2ql + d22 q2 )

1 6#l u 2 ] 6

136 1  (2 g)t 4 (dlql + dlq2) (3.22)
+ a12 (cJq1 + 1(q 2)2o 2 6

±a12 (bl '! + b22~ Lvt (d 2ql + d22q 2 )

" al q3 jut + l q3 gut

+ l i t + b2 + t ) J (dlql + dlq2)E( 1- Y61 1b ýl-- " 2 ý61 1

4- a22 b(l + b ) 2 - (d2q, + d2q2 )

+ a22 b :ut ) +g ~ (dlq, + d~q2) (3.23)

+ •2t 2• +~ 2•

E5  3 (blt ±b qa(d1±dt
+(a22±l +u 2 (d qdl +qd

23 62 3 .C 61

+s a 1 .q b=t i l "- 2  (3.25)

,6vt 2 6Vt (J1 ql 4/ 2 "

6. 3.

E2' = NJ21 "- + Y22-), (3.26)

3.)3 (3.27)

The systems of equations to be solved at each Runge-Kutta substeps are summarized below. First,
the right hand sides that contain all terms computed explicitly are computed first:

R 1 = q- 2 2AtneF- 1 + I3-AtMC- + 7 eAtE12 + YetE, 2 , (3.28)

R_= q~e-' - 2AtfleF~e 1 + fleAtMIT2j- + yiAtE~e-' + (eAtE2j2 , (3.29)

R3 =t- ' - 2AtfleFt3- + /3,LtM•3' + 'yeAtE•3- + ¢tAtE•3 2 , (3.30)
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where M 2 is obtained using equations (3.11) and (3.14). Then the implicit systems of equations
are formed and inverted directly to obtain intermediate velocity fields:

{I /e~ [1~(d~2 - b~~-(d 2  22Vt' )]l= R 1 , (3.31)

{I +±/At [blI- (2d4 2 e-1 -a 22VtL)Jd '
blJ 242a22Vt I~ RI, (3.32)

{I+ (2d+2 -1 a22Vt- (223Jd q22't (3)

bb 12ý2R-, (3.32)

•2- 2 - a22Vt- 42 = R2(.33

Equation (3.32) has to be solved prior to equations (3.31) and (3.33) so that q2 is available for
the left-hand-side operators. Next, the Poisson equation,

1 3 On- + 3 -0= 1 (1 '+ (3.34)
J5 6ý"' a6" 6632 2,3eAt -J 6, + ) I

where 1 < m < 2 and 1 < n < 2 is solved to obtain the pressure update 0 = pt - pt", which is
then used to obtain the divergence-free field qI:

qfi= : - 2At/3eGi(¢). (3.35)

The pressure p' = p"- + 0 is computed once 0 is available. The details of solving equation (3.34) is
given in Section 3.3. The implications of the implicit treatment along the 62 direction on the time
step size and on the parallelization on distributed-memory parallel computers are further discussed
in Section 3.5.

3.3 Solution Methods of Poisson equation

At each Runge-Kutta substep the discrete Poisson equation to be solved can be written in the form

1 -- + =mn b, (3.36)

where

b _ 1 4nm +363 (3.37)

and 1 < m < 2 and 1 < n < 2. The Runge-Kutta time stepping index R is suppressed for notational
simplicity. This equation is modified at the boundaries where velocity boundary conditions are
prescribed, so as to be consistent with the formulation of the fractional step method [501.
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The computation of the solution to the Poisson equation at each time step contributes signif-
icantly to the overall execution time, so it is important to ensure that the solution procedure is
efficient to avoid excessive computation time. Two methods for solving (3.36) are used in this

study, depending on the mesh type in the other two directions. When a curvilinear mesh is used
(e.g., flow past an airfoil), a cell-centered multigrid method is used to solve equation (3.36). When
a Cartesian mesh is used and one of the directions has uniform grid distribution (e.g., flat-plate

boundary layer flows), a fast transform method is used. When solving the Poisson equation itera-
tively, it is not possible to drive the residual of iteration to machine zero. Therefore, the continuity

equation is not satisfied exactly. Fortunately, the multigrid solver is able drive the residual to a low
enough level efficiently that the computed flowfields become essentially independent of this residual
level. When the fast transform method is used, the Poisson equation is directly solved so that the
divergence-free condition is satisfied to machine accuracy. More details of these two methods are

given separately in the following sections.

3.3.1 Multigrid Method

In this method 0 and b are first expressed in terms of their discrete Fourier transform components
in the 6 direction

N 3/2-1

= Z eke-2ik3n, (3.38)
k=-N 3/2

N 3 /2-1

b bke-2rik/L3, (3.39)
k=-N3/2

where L 3 and N3 are the domain size and the number of grid points, respectively, in the spanwise
direction. Substituting equations (3.38) and (3.39) into (3.36) yields

-J am - k'Vk = bk, (3.40)
J J~m jcn ) /

for each wavenumber k, where the modified wave number [25] is defined to be

2[co ( 27rký 3  I2cos L-• 1]

k1 2 (3.41)

Equation (3.40) corresponding to each modified wavenumber is a Helmholtz equation, which can
be discretized and written in the standard matrix form

Aq = r, (3.42)

where the coefficient matrix A is has nine diagonals. The length of the solution vector 'q is N 1 N 2 ,

where N 1 and N 2 are the numbers of grid cells along the ý1 and 62 directions, respectively.
For each wavenumber k, a system of equations of the form of equation (3.42) is solved iteratively

using a cell-centered multigrid method with a line iterative method applied along the 62-direction

as the smoother. The convergence criterion of the multigrid iteration is defined to be

I[A77- r[[ <e, (3.43)
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where 11-11 is the vector 2-norm [31] and E is a prescribed tolerance. In the multigrid cycle NL grid

levels are defined with L = 1 and L = NL corresponding to the finest and coarsest grid levels,
respectively. Other standard details of the multigrid method can be found in the literature (e.g.,

see [13]) and are not repeated here. Either the V-cycle or the W-cycle multigrid iterations is used in

the computations, depending on which had a shorter total execution time. For most computational

cases considered here, the iterations using the W-cycle appeared to converge faster than the V-cycle

in terms of total execution time. Once the solution of &k for all wavenumbers are obtained, the

solution 0 in the (61, 6 2, 3)-space is calculated by taking the inverse discrete Fourier transform

N3

4) = E4ke2rikb3/n=. (3.44)
k=1

3.3.2 Fast Transform Method

When the mesh is uniform along two directions, the fast transform method [50] can be used. Under

this condition, the discrete Poisson equation is simplified to

all \~ (ayl22 ) + j20 = b. (3.45)

Expanding 4 and b in terms of their Fourier components in 61 and 63 directions yields

N11/2 N 3

4 = 1 3 E &.,k~e-2ri(k. 1lL1+k. 31s3), (3.46)
ký=-N1/2+1 kz=l

N 1/2 N3

b = E 3 .bk.ke-27i(kI.ilL + k.3/13), (3.47)
k.•=-NIl2+l kz=l

where L 1 is the streamwise domain size, L3 the spanwise domain size, N1 the number of grid points

along the streamwise direction, and N3 the number of grid points along the spanwise direction.

Substituting (3.46) and (3.47) into (3.45) gives N 1 x N3 decoupled tridiagonal matrix equations,
each of which has the form

al,,i-l4i- + a2,A4i + a3,i+10i+1 = bi, i = 1,. ,N 2 - 1 (3.48)

where i is the grid point index along the ý2 direction for each wavenumber pair (ks, k,). The

tridiagonal systems are inverted directly, followed by a double inverse discrete Fourier transform to

obtain

N 1/2 N3

4) = E E &.k>, e>23 ik.'lLI+k.C31L3). (3.49)

ký=-N1/2+1 ký=l

Since the coefficients al,i-l, a2j, and a 3,±i+ in equation (3.48) are time-invariant, they are computed

and LU-factorized at the beginning of the simulation and used throughout the simulations.

3.4 Eddy-viscosity Transport Equation

To solve the eddy-viscosity equation (2.39) numerically, the spatial differentiation operators are first

approximated using the upwind schemes described in section 3.1. In order to prevent the temporal
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stability of the discrete eddy-viscosity equation from affecting the temporal stability of the discrete
momentum equations, implicit Crank-Nicolson method is used for the temporal discretization of all
terms in the eddy-viscosity equation. The solution method described below is different from those
found in [83] or [94]. The time advancement scheme can be written as

j~n+l - F~
+ 1(Rn 1 + Rn) (3.50)At 2

where n is the time step index, At the time step size, and

R = - -(qj[) + cb1• - Re f. (i 66i Re(3.51)
+ (1 + )• + cb2 aj

Rearranging equation (3.50) yields the nonlinear system of equations

F(Vn+l) A -n+ _ vn + At(Rn+1 + Rn) = 0, (3.52)
2

which can be solved iteratively by the Newton method. In each Newton iteration the following
linearized system of equation is solved:

F k k = -Fk-1 (3.53)

where superscript k is the iteration index of Newton method, followed by solution update,

jk = Tk-1 + 6kF. (3.54)

The operator [aF/&v] in equation (3.53) is defined as

[ dwlt 1 f3 {8~9vj 2 (j3ET '

±a[±]) }.'+ -ýR -j + 2 f,-• '

The iterations proceed until convergence, at which point the value of iOk is taken to be •nl The
iterations are said to be converged when the criterion

ik --- <f (3.56)

is satisfied, where uis the vector o-norm, and t = 10-6 is used in all computations.

Directly inverting the left-hand-side operator in equation (3.53) in each Newton iteration is
computationally expensive. Fortunately, since f[F/&0] is used only to obtain 3 jk that drives the
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solution Ok to approach the converged solution P, it can be approximated in a computationally effi-

cient way provided that the iterations still converge fast enough. For this purpose, equation (3.53)

is first rewritten as

[I + (T1 + T2 +÷T3+ D)]jik±Rk -Fk-, (3.57)

where
IF 6,- _ At -(TI +T2 +T3±+D.,) 6 P,
[1, 2

and the operators T1 , T 2, T3 and D, are defined to be

T, 1 6q, () _(1 + Cb2)ai1 6P2 60 _ 1 +F, 6 al 60 1358
1 661 JuRe 661 66, JuRe5 6 1 [Q1 ' (3.58)

1 bq2(') (1 + Cb2)a22 6i5 6(') 1 + P [6 F (.)] (359)
T 6 -1 JuRe 61 J62 - JaRe62 [622-J2-

T3 (-) = q3 (.) (1 + Cb2) 55 5(.) 1 + P 6 rJ( (3.60)
663 aRe 653 663 aRe 663 [563 J '

Ds(.) -CblS(') + dRe (3.61)

By delaying the evaluation of R by one iteration step, equation (3.57) becomes:

I + At (TI + T2 + T3 + Ds)] jik = -f-k-I - Fk-l, (3.62)

The left-hand-side operator in equation (3.62) can be approximately factorized to be

I + At (TI + T2 + T3 + D)
2

AttN At
(I+ TI) (I + T2)(I + -T 3 ) I + - sD . (3.63)

2 ~ 22

To ensure that each of the right-hand-side operators in equation (3.63) are diagonally dominant,

D. is split into two parts:
, = D+ + D-, (3.64)

where D+ and D- satisfy

D+ = D, ifD, > 0
S10 if D, < 0

and S= o if D, > 0

D, if D, < 0

Using equations (3.63) and (3.64), the system of equations to be solved becomes

I +AtT, +At T)I+At T) I+AtD) p

= _k-1 - Fk-l - Ds ik-1 . (3.65)
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Note that the evaluation of Ui associated with D. has been delayed by one iteration step. Now

equation (3.65) can be easily solved by inverting a series of diagonally-banded matrices.
Since Newton iterations converge quadratically, it takes only a few iterations to reach the

convergence criterion (3.56). This is the case when the eddy viscosity at the previous time step is
used as the initial guess for subsequent Newton iterations of the new time step. However, in some

cases 611 changes abruptly between iterations to prevent F from converging. To circumvent this,

the following underrelaxation procedure is found effective to stabilize the calculation:

,k = Fk-1 + _yi5k, (3.66)

where -y < 1 is empirically determined. This is only needed early in the time advancement when a
"non-physical" velocity field is given (such as a prescribed uniform flow past an object) and F P 0

is set as the initial condition for eddy viscosity. If the iterations are converging, F -* 0 is recovered
as 611 --+ 0, regardless the use of underrelaxation procedure (3.66).

Due to numerical reasons, it is possible that on some grid points J5Fk < -Pk-I during the

iterations. When this occurs, the local 6F1 value is replaced by max[jF/k, _Ek-1] to ensure that the

solution pk is always positive. In all computations performed, this "clipping" procedure is only

necessary on a small portion of grid points occasionally.

3.5 Parallelization

This section describes an implementation of the above algorithms on distributed-memory parallel

computers, consisting of a number of processors, each of which has its own local memory. All

processors are connected by high-speed networks. When a simulation is carried out using a subset
of processors on parallel computers, data communication among the processors are accomplished by

message passing. The MPI (Message Passing Interface) library, which has become widely available

on many parallel computers, is used in the present computer code to coordinate data communication

among individual processors. This approach permits explicit control of data communications and

provides flexibility for code optimization. The resulting code requires little modification when

porting to various parallel platforms.
The first step for parallelizing the algorithm is to divide the computational domain into a

number of sub-domains, each of which is assigned to a processor. In the present implementation,

the computational domain is divided into a number of sections along both the 61 and 63 directions,
referred to as a "2-D" domain decomposition. The domain is divided along 63 direction because it

allows simulations to be carried out using a large spanwise domain size. The domain is divided along

the 61 direction because it allows simulations to be performed for problems that require a very large
number of grid points along the streamwise direction (such as the transitional separated flow past

an airfoil). Compared with the domain decomposition along only one direction (say, the spanwise

direction), referred to as a "1-D" domain decomposition, used by our earlier implementation and
by many others, the present method has the disadvantage of having additional inter-processor

communication overhead. On the other hand, when the problem size is increased, the 1-D domain
decomposition may suffer from speed and, more seriously, memory limitations, as each "slab" of

the divided domain may still be too large for each individual processor to process. The present
method scales well for very large problems and fundamentally eliminates such limitations. The

communication overhead of the present method is likely to become less significant as more efficient
networking hardware is developed.

The computational problem discretized by N 1 x N 2 x N 3 grid points is divided into Np 1 and

Np 3 intervals along the 61 and 63 directions, respectively. The domain along the 62 direction is
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Figure 3.1: Parallel performance of the present simulation code. The dashed line is the ideal

scalability, extrapolated based on the wall-clock time using 4 processors by assuming zero inter-
processor communication time. The solid line is the actual scalability.

kept complete. This is advantageous when inverting banded matrices along the b2 direction in the

momentum and eddy-viscosity transport equations. Computing the right-hand-sides of discrete
transport equations using explicit finite differences and the test filtering procedure in the dynamic
model of LES on each processor are largely local operations, but require data communication
among the processors storing flowfield information of adjacent subdomains. When solving the
Poisson equation, the domain is divided in two ways. First, the domain is divided into segments

of size NI/Np1 x N 2 /Np 3 x N 3 to compute the FFTs along the 63 direction. Second, the domain
is re-arranged to have size N 1/Np 1 x N 2 x N3/Np3 for the multigrid iterations, during which each

processor communicates with the processors holding adjacent subdomains at each multigrid level.
Some computations are overlapped with communication to improve parallel scalability. If the direct
method is used for solving Poisson equation, the domain is divided into size N 1/Np 1 x N 2/Np 3 X N 3

to compute FFTs in b direction and then into size N 1 x N 2/Np1 x N 3/Np 3 to compute FFTs along
fi direction.

From a practical viewpoint, the most reliable way to check the parallel performance is to mea-

sure its absolute performance. We examine the overall scalability of the present parallel code by
measuring the wall-clock execution time of simulations using different number of processors. The

result is shown shown in figure 3.1 using up to 256 processors. Ideally the elapsed time would be
inversely proportional to the number of processors. The curve eventually deviates from the ideal
scalability curve due to increased ratio of communication time to computation time. The reduction

in wall-clock computation time using multiple processors shows the advantage of parallelization.
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Chapter 4

Simulations and Validations

In order to check the accuracy and efficiency of the parallel simulation methods described in Chap-

ter 3, and to facilitate our study of separated flow control in subsequent chapters, a number of

simulations are carried out in this chapter. The flows considered here are:

"* Plane channel flow

- DNS of 3D linear disturbance growth in a laminar base flow;

- DNS of turbulent channel flow at Reynolds numbers Re, = 180 and Re, = 590;

- DES and LES of turbulent channel flow at Re, = 2 x 103;

- DES of turbulent channel flow at Re, = 2 x 104 .

"* Flow past a circular cylinder

- DNS of cylinder flow at ReD = 300;

- DES of cylinder flow at ReD = 3900.

"* Flow past a NACA0012 airfoil

- DNS at Re, = 1 x 104;

- DES at Re_= 1 x 105.

The simulation of the growth of a linear disturbance in a channel is to check the spatial and

temporal accuracy of the present solver. The DNS of turbulent channel flow and circular cylinder

flow are to check the accuracy of the baseline solver for wall-bounded flows and external flows,
respectively. The DES cases of channel and circular cylinder flows are performed to examine a

number of issues associated with the DES approach. The vast database found in the literature,

using either experimental or numerical methods, of these two canonical flows allows a number of

comparisons to be made with the present results. Finally, 2D and 3D simulations of flows past an

NACA0012 airfoil are performed at various angles of attack.

4.1 Plane Channel Flow

Flow in a plane channel is chosen as a validation for internal flows. In the following channel

computations, we define (x, y, z) to be the coordinates in the streamwise, wall-normal and spanwise

directions, and (u, v, w) to be the corresponding velocity components, respectively. We sometimes
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use (u, v, w) interchangeably with (ul, u 2 , u 3 ) for notational simplicity. The channel half-width is
6, and the kinematic viscosity is v.

First, the growth rate of three-dimensional linear disturbances in a laminar channel flow is
compared with that of linear stability theory [78]. Second, direct numerical simulations of fully-
developed turbulent channel flow at Re, = 180 and Re, = 590 are compared with the benchmark
DNS results of Kim et al. [51] and Moser et al. [67]. Third, LES and DES of turbulent channel
flow at Re, = 590 are compared with the DNS results in [67]. Fourth, DES results of channel flow
at Re, = 2000 and Re, = 20000 are reported and discussed.

4.1.1 Growth of Linear Disturbances

When a three-dimensional small disturbance of the form{u'(x, y, z, t) = u, exp(kxx + kzz - wt),

v'(x, y, Z t) = vo exp(kxx + kzz - wt), (4.1)

yw' z, , t) = wo exp(kxx + kzz - wt),

with x, y, and z normalized by the channel half-width 3, is introduced to the base flow

u=1-y 2 , v=0, w=0, (4.2)

in a plane channel, the evolution of the disturbance can be predicted by the solution of the Orr-
Sommerfeld equation, written in terms of wall-normal velocity v and wall-normal vorticity Wy =
au/az - 8w/Ox [78]. After solving the corresponding eigenvalue problem, the real and imaginary
parts of the eigenvalues give the growth/decay rate and the wave speed of the evolving disturbances.

We introduce a small three-dimensional disturbance into a laminar plane channel flow, and
compare the growth rate of disturbance energy, defined as

1 jL fLý 1'2 2 1
E(t) = - o (u' + V'2 + w') dy dz dx, (4.3)

2 Jo J0  J

based on computed flowfields, with those predicted by linear theory to test the accuracy of the flow
solver. The computational settings follow. The initial velocity field is

(u(x,y,z,t) = 1 -y 2 + ±U',

Sv(x, y, z t) = v', (4.4)
w(x, y, z, t) = Ew',

where u', v' and w' are taken to be the eigenvectors of the Orr-Sommerfeld equation for disturbance
wavenumber (ks, kz) = (1/v'2, 1/vF2). The disturbance amplitude is E = 10-6. The Reynolds
number, defined as Re. = u,6/v, is 7500v/'. Under these conditions, the solution of the Orr-
Sommerfeld equation has one unstable mode and its disturbance energy growth rate is E(t)/E(O) =
e2wit where wi = 1.5803837 x 10-3.

On a staggered grid system, like the one used in our solution method discussed in Chapter 3, the
kinetic energy cannot be defined unambiguously [66]. In the present calculation, the disturbance
energy is defined to be the sum of u 2 /2, v02/2 and w'2 /2, evaluated at their own (staggered-grid)
locations. Also, the eigenvectors f and cZ, obtained by a spectral method [78] are mapped to the
corresponding Cartesian components using the relations

u' = fi exp[i(k.x + kzz)],

v' = f exp[i(kxx + kzz)]

wI = tv exp[i(kxx + kzz)]
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Figure 4.1: Effect of spatial resolution on perturbation energy growth rate at Re = 7500v/'2:
- linear stability theory; ........ (N., Ny, N.) = (64, 129, 64); ---- (N., Ny, Nz) = (128,129,128).

where

f, 1 -k zc~y + Z A

1b 2 IwYk,+ ;kkx + k Ydy/

The eigenvectors generated by a spectral method correspond to a Chebyshev grid distribution,
which is different from that used in the present finite-difference flow solver, in the wall-normal
direction. A cubic spline interpolation technique is used to map the eigenvectors from the Chebyshev
grids to the finite-difference grids.

The computational domain sizes in the streamwise, wall-normal and spanwise directions are
2V/27rb, 26, and 2V/7rJ, respectively. In streamwise and spanwise directions the grids are uniformly
distributed, while in wall-normal direction grids are compressed near the wall. Simulations are
performed using two sets of spatial resolution, i.e., (N., Ny, N2 ) = (64,129,64) and (128,129, 128),
where N,, Ny and N. are number of mesh points in streamwise, wall-normal and spanwise direc-
tions, respectively, at constant CFL number 0.75. Figure 4.1 shows the effect of spatial resolution
on the disturbance energy growth rate compared with that predicted by linear stability theory
at Re = 7500v/2. Using fourth-order central difference to discretize the convection terms, with
64 x 129 x 64 mesh points, the error in energy growth rate from channel flow simulation is within
4% error from that of linear theory. Doubling mesh density in both x and z directions, resulting
in a total of 128 x 129 x 128 mesh points, reduces the error in energy growth rate to less than
1%, compared with that of linear theory. Using second-order central method for convection terms
requires 50% more grid points in each direction to achieve similar accuracy. Both the fast transform
method and the multigrid method to solve the Poisson equation for pressure produce essentially
the same results for disturbance energy growth rate.
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Figure 4.2: Mean streamwise velocity of turbulent channel flow at Rer,. 180 and Re, 590.
-- present calculation; o spectral DNS [67].

4.1.2 Direct Numerical Simulation

The flow fields of fully developed turbulent channel flow are computed at Reynolds numbers
Re, = 180 and Re, = 590, where the Reynolds number is defined to be Rer = ur6/v based
on the friction velocity U, = VTw/P. Periodic boundary conditions are applied in the spanwise
and streamwise directions, and the no-slip boundary condition is applied at the walls. Grids are
uniformly distributed along the streamwise and spanwise directions, and are compressed near the
walls using a hyperbolic tangent function. A uniform pressure gradient, adjusted at each time
step, is imposed along the streamwise direction to maintain constant mass flux across the channel
throughout the simulation. The flowfields are well resolved by computational mesh; no turbulence
model is used. The specific parameters used in these simulations are summarized in table 4.1.

Case Rer N., Ny Ný L./6 Ly/3 Lz/5 Ax+ Az+ Ay+ Ay+
Al 180 256 257 256 47r 2 47r/3 8.8 2.9 0.23 2.5
A2 590 512 397 512 27r 2 ir 7.2 3.6 0.33 5.7

Table 4.1: Simulation parameters for channel flow DNS.

The initial flow field is the fully developed laminar plane channel flow,

u/u,.=I-(y/6) 2, v=w=0,

superposed by zero-mean random disturbances. The simulation is first advanced to reach a sta-
tistically steady state. Then the simulation continued for computing turbulence statistics. The
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standard Reynolds decomposition is used to split the mean velocity from the fluctuations:

U -il+ U',

V + Y ± VI,

W U7-J + W,

where the mean velocity (u, U, ui) are computed by taking average in the streamwise and spanwise

directions and in time. The fluctuations (u", v', w') are the deviations from the mean. All of the
velocity components are normalized by the friction velocity u, in the following discussion. The

mean streamwise velocity U+ are shown in Figure 4.2. The square root of normal Reynolds stresses

Iu/+I, Iv'+I, IwI+I are shown in Figure 4.3. The Reynolds stresses -u.+vI+ are shown in Figure 4.4.

Good agreement between the current results and those reported in [671 is found at both Reynolds
numbers.

4.1.3 Large-eddy and Detached-eddy Simulation

The large-eddy simulation (LES) and the detached-eddy simulation (DES) of turbulent channel

flow are performed at Re, = 590 to compare them with those from previous DNS results. In
addition, two channel DES at Re, = 2000 and Re, = 20000 are carried out to explore the grid
size effect in DES. The domain size of all cases is (2ir6, 26, r6) in the streamwise, wall-normal, and

spanwise direction, respectively. The main simulation parameters are summarized in Table 4.2.

Case Re, N. Ny N, Ax+ Az+ AY+ Ayr d+ Type
B1 2000 64 129 32 196 196 0.3 89 136 DES
B2 2000 64 129 64 196 98 0.3 89 136 DES
B3 2000 128 129 64 98 98 0.3 89 65 DES
B4 20000 64 129 32 1963 1963 0.5 1507 1307 DES
B5 20000 64 129 64 1963 982 0.5 1507 1307 DES
B6 20000 128 129 64 982 982 0.5 1507 690 DES

B7 20000 128 129 128 982 491 0.5 1507 690 DES

C1 590 64 129 64 58 29 0.5 21 LES
C2 590 96 129 96 37 19 0.5 21 LES

C3 590 128 129 128 29 14 0.5 21 LES

Table 4.2: Simulation parameters of channel flow DES and LES.

In DES, the grid sizes along the streamwise and spanwise directions, Ax and Az respectively,
are constant, while the grids near the wall are compressed. The first grid point in the wall-normal
direction is below y+ = 1 in all cases. Unlike DNS and wall-resolving LES, DES can have a

relatively large grid stretching ratio in the viscous sublayer and buffer layer. This usually results in
a small number of grid points covering the region including the buffer layer and the bottom of the

logarithmic layer, even for large Reynolds numbers. This works well because in this region the flow

is computed using the RANS approach. While the flow in this region is unsteady, the fine-scale
turbulent fluctuations seen in DNS and wall-resolving LES are largely absent. Grid expansion ratio

becomes smaller in the bulk of logarithmic layer up to the channel centerline to provide appropriate

resolution.
Following Nikitin et al. [69], in DES the distance function of the S-A model is defined as

d = min[d, CDES max(Ax, Ay, Az)]. (4.5)
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Figure 4.3: Normal Reynolds stresses of turbulent channel flow. (a) ReI+- 180. (b) Re = 590.

present calculation; Symbols: spectral DNS [67 o u * +

In the near-wall region, wall distance d is small, so d t wl; the DES operates in its "RANS mode"

using the standard S-A turbulence model. Beyond a distance ds fromote wl the a nDES switches to

"its "LES mode" by using the modified definition of d in the S-A model. In the channel flow DES,

if ty is smaller than max(Ax, Az) across the channel, effectively d = CDES max(Ax, Az) is used

across the entire LES region, and the grid size variation in the wall-normal direction is completely

ignored. This is in contrast to the filter width in LES calculation, i.e.,

A = (Ax•AyZ)/
3  (4.6)

While other possibilities of defining A and the value of CDEs exist [74], in all results reported here

we used the definition proposed in [691 for A and set CDES = 0.65.
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Figure 4.5 shows the mean streamwise velocity for Rer = 590 using LES with three different grid
sizes. The LES solution consistently over-predicts the mean streamwise velocity, but the difference

between the LES solution and the "log-law" u+ = log(y+)/0.41 + 5.2 becomes smaller when the
mesh is systematically refined. The over-shooting appears to be a general trend when using a low-

order finite difference scheme (like the present one), seen in the computations by other researchers
(e.g., [74]) as well.

The DNS, LES and DES fields for Re, = 590 on a cross-flow (y-z) plane are compared in
Figure 4.8. The near-wall small-scale turbulent motion, seen in the DNS and LES cases, is largely

absent in DES. This is mainly because the small-scale motions are damped out by the high eddy
viscosity level generated by the RANS model in this region.

Figure 4.6 compares the mean streamwise velocity for Re, = 2000 from cases B1, B2 and

B3. These cases show that the value of d. plays an important role in DES. In cases B1 and B2,
the solutions follow that of the log-law up to y+ ; 100, and has an up-shift to a "new" log-law,
approximately parallel to the standard one. The improved accuracy of case B2 appears to be due
to higher resolution in z direction. In case B3, the mean flow prediction is worse than cases BI and

B2. The streamwise grid size in case B3 is 0.13, which results in d+ = 65 and causes the switch
from RANS to LES region to take place close to the bottom of the logarithmic layer. Therefore
the whole logarithmic layer is up-shifted. The low value of d, results in higher value of Oui+/ay+,
even though case B3 has better resolution in the streamwise and spanwise directions than cases B1
and B2.

Figure 4.7 shows the mean streamwise velocity profiles for Re, = 20000 for cases B4, B5 and
B6. Since the Reynolds number is sufficiently large, a logarithmic layer is clearly seen. Once the
switch from RANS to LES takes place, an up-shift is again observed in the mean flow profile like

the previous case at a lower Reynolds number, resulting in a log-law with higher intercept than the

standard one.
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Figure 4.5: Mean streamwise velocity profiles of channel flow LES at Re, = 590. case Cl;
----.case C2; ---- case C3; ........ u+ = y+ and u+ = log(y+)/0.41 + 5.2.

Case ReD N, No N, Scheme Type
Al 300 257 257 64 CDS DNS
A2 3900 257 257 64 CDS DES
A3 3900 257 257 64 Uw DES
A4 3900 257 257 64 Uw NM
A5 3900 257 257 64 Uw URANS

Table 4.3: Simulation parameters for circular cylinder flows. CDS: 2nd-order central difference
scheme; Uw: 3rd-order upwind scheme; NM: no model; URANS: unsteady RANS.

4.2 Flow Past a Circular Cylinder

Flow past a circular cylinder is chosen as a validation example for external flow. The patterns of
cylinder flows are known to change significantly with Reynolds numbers, and has been a subject
of intense study in the past. For subsequent discussions, we define the Reynolds number to be
ReD = UcD/v, where Uo, is the incoming free-stream velocity, D the cylinder diameter and v the
kinematic viscosity. For cylinder flow, DNS is performed at ReD = 300, and DES is performed at
ReD = 3900. At ReD = 300, the flow is unsteady, laminar and three-dimensional. At ReD = 3900,
the flow has a laminar separation and a turbulent wake.

For the ReD = 300 case, the computational grid size on the cylinder surface is 0.002D and
0.015D, along the wall-normal and spanwise directions, respectively. The surface grid size along
the azimuthal direction varies from 0.010D to 0.015D, clustered towards the downstream side of
the cylinder to provide better resolution in the wake. Uniform mesh is used along the spanwise
direction. The total number of grid points used is 256 x 257 x 64 along the azimuthal, radial
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Figure 4.6: Mean streamwise velocity profiles of channel flow DES at Re, = 2000. case BI;
----.case B2; --- case B3; -------- u+ = y+ and u÷ = log(y+)/0.41 + 5.2.

and spanwise directions. The distance from the cylinder center to the computational boundary is

approximately 22D. The spanwise domain size is 7rD. The uniform flow

u=-1, v=0, w-=0,

and the convective boundary condition

Ou Ou
5i+ U, T = 0,

Ov OvS+ U = =0,
O Ox89w Ow

S+ u,-g- = 0,

are prescribed at the inflow and outflow boundaries, respectively, where U, is the convection ve-
locity at the outflow plane adjusted to maintain global mass conservation. The periodic boundary
condition is used in the spanwise direction.

Uniform flow is prescribed as the initial condition. The simulations are advanced from t = 0 to
t = 200D/U, to remove any effects from the initial condition. Then the solution is advanced for
another 50D/U,,, to compute statistics. The mean quantities are computed by averaging over the
spanwise direction and in time. The results are compared with those from the spectral DNS by

Mittal and Balanchandar [62]. The mean streamwise and vertical velocity profiles in the wake region
1.2 < x/D < 3 are shown in Figure 4.9 and Figure 4.10 respectively. Generally good agreement is
observed.

The computational settings for the ReD = 3900 DES case follow. The surface grid sizes are

0.002D, 0.015D in the wall-normal and spanwise directions, respectively, and varies from 0.01D to
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Figure 4.7: Mean streamwise velocity profiles of channel flow DES at Re,. 20000. case B4;
----.case B5; --- case B6; ........ u+ = y+ and u+ = log(y+)/0.41 + 5.2.

0.015D in the azimuthal direction, clustered toward the downstream side of the cylinder. The inflow
and outflow boundary conditions for velocity components are similar to those of the ReD = 300
DNS case. The eddy viscosity in the (laminar) freestream should be zero, but for numerical reasons,
vt = 10-12 is used at the inflow plane. This value is several orders of magnitude smaller than the
molecular viscosity (at ReD = 3900), and is believed to have little impact on the results in the
laminar region. At the outflow plane, a convective boundary condition is applied. Starting from
uniform flow initial condition, the simulation advanced 80D/Uo units to reach a fully developed
turbulent field. Statistics are computed over the next 80D/Uoo time units, averaging in the spanwise
direction and in time. The Strouhal number St and drag coefficient CD are compared with those
of the B-spline LES of Kravchenko & Moin, listed in table 4.4.

Case St CD

2nd-order CDS 0.21 1.02

3rd-order upwind 0.2 0.9
ref [K&M] 0.21 1.01

Table 4.4: Computed global quantities of cylinder flow at ReD = 3900

To examine the effects of spatial discretization schemes in DES, additional simulations are
performed using third-order upwind difference schemes for the convection terms of the Navier-
Stokes equations, with and without the DES model. The mean streamwise and vertical velocity
profiles at x/D = 1.06, x/D = 1.54 and x/D = 2.02 are shown in Figure 4.11 and Figure 4.12,
respectively. In general, good agreement is observed when using second-order central difference
method. The results of 2D URANS (using Spalart-Allmaras turbulence model) simulation are also
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Figure 4.9: Mean streamwise velocity profiles downstream of a circular cylinder at ReD = 300.
present calculation; * Spectral DNS by Mittal & Balachandar.
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Figure 4.10: Mean vertical velocity profiles downstream of a circular cylinder at ReD = 300.
present calculation; * Spectral DNS of Mittal & Balachandar.
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shown for comparison. Based on these results, it is clear that the non-dissipative second-order
central difference scheme produces superior results than the dissipative third-order upwind scheme.

4.3 Flow Past an Airfoil

The NACA0012 airfoil is selected for all airfoil calculations. The Reynolds number Re, = U..c/v,
where c is the airfoil chord length, U... is the freestream velocity, and v is the kinematic viscosity,
ranges from 103 to 105. For low Reynolds number cases, the flow is assumed laminar and calculations
are carried out without using turbulence models. DES is used for high Reynolds number turbulent
cases. The key computational parameters of all cases performed are summarized in Table 4.5.

Case Re, AOA Nc N. N. VT

Al 1 X 103  200 257 129 1 0
A2 2 x 103  200 257 129 1 0
A3 3 x 103  200 257 129 1 0
A4 4 x 103  200 257 193 1 0
A5 5 x 103  200 257 193 1 0

B1 1 x 104  200 257 193 1 0
B2 1 x 104  200 257 193 64 0

Cla 1 x 105 150 257 129 32 DES
Clb 1 x 105 150 257 129 64 DES
C2a 1 x 105 200 257 129 32 DES
C2b 1 x 105  200 257 129 64 DES
C3a 1 x 105 250 257 129 32 DES
C3b 1 x 105 250 257 129 64 DES
C4a 1 x 105 300 257 129 32 DES
C4b 1 x 105 300 257 129 64 DES
D1 1 x 105 450 129 129 1 RANS

Table 4.5: Summary of airfoil simulation cases. N,: number of grid points along the circumferential
direction. N.: number of grid points in the wall-normal direction. N,: number of grid points in
the spanwise direction. AOA: angle of attack. The column of VT indicates how the eddy viscosity
is modeled/calculated: 0 means the simulation is carried out without a turbulence model.

4.3.1 Three-dimensional Effects

At higher Reynolds numbers, the three-dimensional effects are strong. It is known that two-
dimensional calculations cannot predict the lift and drag coefficients correctly. To demonstrate the
effects of three-dimensionality, flow past a NACA0012 airfoil at 200 angle of attack is computed at
Re, = 1 x 104. In case B1, 257x193 grid points are used in the x-y plane. In case B2, the same
grid distribution is used in the x-y plane as in case B1, but has 64 planes in the z-direction. The
spanwise domain size for case B2 is 4c. Starting from uniform flow, the flow field is first advanced
for 200 c/U,,, time units for case B1 to remove effects from the initial condition. The flow field is
then advanced for another 200 c/U,,, time units to compute statistics.
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(b)

Figure 4.13: Total vorticity Iw1 contours at Re, = 10000. (a) case BX; (b) case B2.

The initial condition for case B2 is a two-dimensional flow field taken from a flow field of case B1,
superimposed with zero-mean random disturbances. The flow field is then advanced for 100 c/U..
time units to remove the initial transients and to reach a fully three-dimensional flow field. The
solution is then advanced for another 100 c/Uco time units to calculate statistics.

The contours of vorticity magnitude, defined as

W = W.2w+ + (4.7)

of case B1 is shown in Figure 4.13(a). In this case, Iwj = 1wz!, since the other two components are
zero. The shear layer separates from the leading edge and develops a reverse flow region under it,

forming a large vortex. The vortex induces a secondary vortex between itself and the trailing edge.
These two vortices periodically shed from the suction side of the airfoil. These shedding vortices
also interacts with the separated shear layer from the trailing edge. From the flow visualization of
case B1, the process repeats but appears to be chaotic.

Figure 4.13(b) shows that total vorticity contours of case B2. The shear layer in this case is
longer than that in case B1. Beyond the separation at the leading edge, the shear layer develops
rollers, similar to those seen in canonical free-shear layers. The interaction with the wall is weaker
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Figure 4.14: Evolution of lift and drag coefficients at Re. = 10000 - ....... case B1; - case B2;
--- Experiment.

than that in case B1. The flow field becomes three-dimensional after the shear layer starts to roll
up.

Time histories of drag coefficient CD and lift coefficient CL, defined as
CD 2F (4.8)pU2,

CL- 2Fy (4.9)
pU.'

where F, and F. are the total force (pressure force and viscous force added) along the streamwise x
direction and the vertical y direction, respectively, of case B1 and case B2 are shown in Figure 4.14.
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In case B2, the initial condition is the same as that of case BI at t = 200. After adding spanwise

disturbances, the flow field quickly became three-dimensional, but took approximately 50c/U• for

the lift and drag coefficients to level off, an indication that the flow field has reached a statistically

steady state. The solution is then advanced to 100 c/U, to ensure removal of any effects from the

initial condition.
It is seen that the level of lift and drag coefficients from two-dimensional (case B1) and three-

dimensional (case B2) calculations differ by approximately 30%. The mean lift coefficient from

case B1 is approximately 1.1, while that of case B2 is approximately 0.7, which is closer to the

experimental value of 0.7. The mean drag coefficient of case B1 is approximately 0.45, while that

in case B2 is 0.32, which is close to experimental value of 0.3. The fluctuation amplitudes of lift

and drag coefficients from case B1 and B2 may not be compared directly, because they have been

averaged along the spanwise direction for case B2 while no such averaging is done for case B1.

It is worth mentioning that the two-dimensional calculation of Hoarau et al. [36] is able to

produce lift and drag coefficients very close to the corresponding experimental values at the same

Reynolds number, while the present results show that only the three-dimensional calculation (case

B2) is able to produce the correct levels of lift and drag coefficients. The cause of this discrepency

is not clear at this time; more extensive grid independence tests are required in order to clarify the

difference.

4.3.2 Detached-eddy Simulation

The flow past a NACA0012 airfoil at 200 angle of attack is computed using the DES approach. Two

sets of grid points, which have 257x193x32 and 257x193x64 grid points along the circumferential,

wall-normal and spanwise directions, respectively, are used. The computational domain size is

approximately 10c, c being the airfoil chord length, away from the airfoil surface for all cases. The

spanwise domain size is c.
Before 3D DES is performed, the flow field of NACA 0012 at 450 angle of attack is calculated

using the Spalart-Allmaras turbulence model (used in 2D URANS, unsteady Reynolds-averaged

Navier-Stokes, mode). The computed spanwise vorticity, shown in Figure 4.15, is in qualitative

agreement with that in Figure 3(d) of [82].

In order to discuss the results, a coordinate system must be first defined. Here we define the

direction of each axis as follows. The direction of the streamwise coordinate axis x is aligned with

the freestream velocity. The direction of the spanwise coordinate axis z is aligned with the span of

the airfoil. The direction of the vertical axis y is normal to both x and z. Note that the vertical

direction y is not normal to the chord of the airfoil based on this definition. The origin of this

coordinate system is at the leading edge.

An overall view of this flow can be seen in Figure 4.16, where the isosurfaces of vorticity

magnitude jIw = Iwx + wwy + w, is shown. The separated shear layer on the suction side of the airfoil

is seen to have features similar to canonical unstable free-shear flows, in which small disturbances

grow along the streamwise direction. The shear layer, under the influence of the flow in near-

wall regions, eventually breaks up and forms a complicated flow pattern when merged with the

boundary layer from the pressure side of the airfoil. Figure 4.17 shows plane views of instantaneous

streamwise vorticity wx at streamwise locations x/c = 0.2, 0.4, 0.6, 0.8, 1.0 and 1.2. Note that

according to the definition of the present coordinate system, locations corresponding to x/c = 1.0

and 1.2 are beyond the airfoil's trailing edge. It is seen that on the pressure side of the airfoil wx has

negligible value along the entire surface, suggesting that the computed flow is two-dimensional and

essentially steady there. On the suction side of the airfoil, the shear layer separates immediately

after the flow passes the acceleration region around the leading edge. It can be seen that the
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Figure 4.15: Instantaneous spanwise vorticity contours of an NACA0012 airfoil at 450 angle of
attack from a two-dimensional RANS calculation at Re,=100,000.

development of three-dimensionality initiates at near-wall regions and the separated shear layer
then merge downstreams. Now we turn to the time-averaged view of this flow. The time-averaged
velocity field of this flow is shown in Figures 4.18. It is seen that the separation shear layer does not
reattach to the airfoil surface before it reaches the trailing edge. In order to discuss the computed
time-averaged pressure coefficient Cp, defined as

P -PooCP - 1 (4.10)-• pu,

a different coordinate system is used, in which the x-axis is aligned with the chord of the airfoil,
the z-axis is the spanwise direction, and the y-axis is normal to x and z. The time-averaged CP
computed using instantaneous fields is compared with that from the DES of [82] and that from the
experimental data of [60], and is shown in Figure 4.19. In general good agreement is observed. The
time-averaged pressure distributions using two different grids are essentially the same, suggesting
that the computed mean flow is insensitive to spanwise resolution. The main discrepancy between
the present time-averaged Cp and the experimental data in [601 is found near the leading edge on the
suction side of the airfoil, where the pressure drop from [60] is higher than the present calculation
and that of [82].

4.4 Summary

In this chapter, the efficiency and accuracy of the parallel computational code are tested for a
number of representative flows. In general, good parallel scalability is achieved, even with very
large problem sizes. For example, the wall-clock run time is approximately the same when the
problem size (in terms of total number of grid points) and the number of processors are both
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Figure 4.16: Isosurfaces of instantaneous vorticity magnitude Iwi = 10 of the flow past a NACA0012
airfoil at 200 angle of attack and Re, = 100, 000 using DES.

doubled. This is possible mainly because of using the parallel algorithm discussed in Chapter 3.
The accuracy level is the expected second-order in space and time. The computed turbulence
statistics generally agree well with published results found in the literature. The use of generalized
coordinates also allows many possibilities for future extension.

The results of turbulence statistics computed by the central difference method generally are
better than those computed by the upwind-biased scheme for the channel and circular cylinder flows,
in which grids are orthogonal or nearly orthogonal. However, in the airfoil calculations, significant
dispersive errors are found due to the skewed mesh when the second-order central difference scheme
is used. Although the upwind-biased scheme excessively damps small-scale turbulence, it gives more
stable solutions. It is found necessary to use upwind-biased scheme to discretize the eddy viscosity
transport equation to avoid oscillatory solutions of eddy viscosity.

Of particular interest is the evaluation of the DES approach as a tool for studying separated
flows and their control. It turns out that, while the DES approach has the potential of treating high-
Reynolds number flows, rigorous treatment of the RANS/LES interface remains an open question.
In the current DES formulation [69] using the framework of the Spalart-Allmaras model, the switch
between RANS and LES is predetermined by mesh (see equation (2.31)) but not by flow physics.
This is a convenient feature due to its numerical robustness, observed in all of our test cases, and
the fact that a single turbulence model equation is used throughout the domain.

However, the current RANS/LES interface treatment is not satisfactory, as it generates an
artificial layer in which the solution transitions from RANS to LES. For the LES region near the
interface, the eddy viscosity produced from the RANS side tends to be large, since in the RANS
approach the eddy viscosity represents the effect of total Reynolds stresses. On the other hand,
the eddy viscosity in the LES calculation represents the effects of the (unresolved) subgrid scale
stresses only. As a result, the velocity fluctuations in the RANS region tend to be too small for the
LES side. The overall effect of this is that the velocity fluctuations in the LES side are damped by
the nearby RANS solution, and the RANS solution is driven by the nearby (resolved) fluctuations
in LES solution. Thus, while the current DES approach represents a feasible way to compute
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high Reynolds number flows, the LES/RANS interface treatment should be improved in order to

improve the accuracy of DES.
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Figure 4.17: Contours of streamwise vorticity -10 to 10 with increments of 2 at various streamwise
locations: x/c = 0.2, 0.4, 0.6, 0.8, 1.0 and 1.2 on y-z planes. The horizontal solid lines in (a)-(d)
indicate the upper and lower surfaces of the airfoil. Mean flow is into the paper. Negative contours
are dashed
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[82]; 9 from [60].
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Chapter 5

Control-theoretic Approach

This chapter discusses the control-theoretic approach to be used for controlling separated flows in
the present study.

5.1 Preliminaries

Linear optimal control theory is used in the present study to develop feedback control laws for
separated flows. Applications of linear optimal control theory to flow control problems can be

found in the literature, such as channel flow control [38, 561 and flat-plate boundary layer con-
trol [39]. In these applications, the derivation of a linear model of the flow system starts with
linearizing the Navier-Stokes equations about a mean flow. The linearized equations are then nu-

merically discretized, which can be viewed as approximating an infinite-dimensional system by a
finite-dimensional system, to obtain a linear model for control synthesis. The linear system model

is cast into the standard continuous-time finite-dimensional time-invariant state-space form,

dt = Ax + Bu, (5.1)
y =Cx+Du,

where x is the vector of state variables, u is the control (input) vector, y is the output vector,

and (A, B, C, D) are the state-space system matrices [24]. Specifically, in these flow control studies
using linear optimal control theory (e.g., [10, 38, 56]), the linearized Navier-Stokes equations are
written in a special form so that the state vector contains the wall-normal velocity and wall-

normal vorticity. Consequently, the system matrix A is related to the Orr-Sommerfeld and Squires
operators in shear flow stability theory [78]. In addition, Fourier decomposition is used along the

homogeneous flow directions, so that the governing equations of the linear system are transformed
into a series of decoupled ones corresponding to each wavenumber pair. Feedback control laws

are computed for selected wavenumber components using linear optimal control theory (in the
wavenumber space). This linear control approach works well, successfully achieving drag reduction
in turbulent flows [38,56]. The issues of using linear control in nonlinear turbulent flows have been

discussed in [48,49].
For complex flows, such as separated flow past an airfoil, however, the explicit representations

of system matrices (A, B, C, D) in equation (5.1) are not readily available. In addition, standard
Fourier decomposition is not available due to flow inhomogeneity and geometry, and the resulting

system matrices are too large to handle. In the present study, the state-space models are estimated

using certain input and output data sequences. Feedback control laws are then computed, based
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on the approximate model, using linear optimal control theory. The actuation is velocity blowing
and suction at predefined locations on the wall and all measurement locations are also confined on
the wall.

5.2 Linear Model

The first step in applying the linear optimal control theory to flow control problems is to obtain

a linear system model. Specifically, our goal is to obtain a discrete-time linear finite-dimensional
time-invariant state-space model,

{x(t + 1) = Ax(t) + Bu(t),

y(t) = Cx(t) + Du(t), (5.2)

in which t is the time step index, and x, y and u are the state vector, output vector and control input
vector, respectively, defined analogously to their continuous-time counterparts in equation (5.1).

The physical time interval between t and t + 1 is called the sampling time.
The use of a discrete-time system model is in contrast to previous works in flow control using

linear control theory [10, 38,56], where a continuous-time framework has been used. A continuous-

time framework is a natural choice when the system model is derived directly from partial differential
equations containing time derivative terms, i.e., the linearized Navier-Stokes equations [10]. In the
present study, since the system model is estimated from sampled input-output data sequences, a

discrete-time framework appear to be more convenient. The conversion from discrete-time system
models to continuous-time system models (and vice versa) is possible, but we use a discrete-time

approach throughout this study.
Strictly speaking, since the flow dynamics is nonlinear, a nonlinear state-space model of the

form { x(t + 1) = h(x(t), u(t)), (5.3)

y(t) = g(x(t),u(t)),

should be used, where g and h are nonlinear functions. It is known that using a nonlinear model
will result in a much more difficult control problem for computing the feedback laws [1,58]. For the

purpose of flow control, our goal is not to construct an accurate system model, but to construct
a (preferably simple) system model, which can lead to effective feedback control laws. In the
present study, only linear state-space models of the form (5.2) are considered. The following section

describes the methods used to estimate state-space matrices in equation (5.2) using sampled input
and output data sequences.

5.3 System Identification

In order to build a system model directly from sampled input-output data sequences, a model
structure, which contains a number of model parameters, is first assumed, and then the model
parameters are determined by minimizing the error norm (in a certain sense) between the model

output and system output given the same input data sequence. Once the linear model is obtained,
its equivalent state-space form (5.2) can be obtained and used for control synthesis.

Since the identified input-output model only represents an input-output equivalence to the

original flow system, it corresponds to infinitely many state-space system models, all of which are
related by a state-space similarity transformation. As a consequence, the state variables in the
identified system do not have obvious physical meanings. This is in contrast to previous studies,
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where the state variables have well-defined physical meanings (e.g., wall-normal velocity and wall-
normal vorticity in [10, 561). Here the time evolution of the state variables only represent the
dynamics of the linear model in a certain set of state-space coordinates. On the other hand, both
the system output and control input have well-defined physical meanings.

The system model constructed based on input-output data represents only the observable part
of the system. The unobservable part of the system cannot be identified by the input-output data,
and will not enter the system model. Therefore, it is important to place sensors and actuators (in
the parameter estimation phase) at appropriate locations in order to make important dynamics
of the system observable so that useful information can enter the linear model. In practice, this
involves trial-and-error, because the optimal locations of sensors and actuators are not known in
advance.

The convergence of the model parameters also requires attention. If the system is linear, and the
(assumed) linear model contains sufficient degrees of freedom, then the model may converge to the
true linear system when the number of data samples is sufficiently large. In contrast, if the system
is nonlinear, the assumed linear model will not converge to it, since the nonlinear dynamics cannot
be captured by a linear model no matter how many data samples are used. Nevertheless, some
important features of the nonlinear system may still be captured by the linear model. In general,
it not known in advance whether the dynamics captured by a linear model can result in a good
feedback control, or the unmodeled nonlinear dynamics will significantly limit the performance of
linear control. In the present study, only linear time-invariant system models are considered.

In the following sections, two identification methods that are used for separated flows are de-
scribed. The identified linear system models are then used for control synthesis. Detailed informa-
tion about the derivation of these methods can be found in the literature, e.g., [57] and [701.

5.3.1 ARX Model

In the present study, the ARX (Auto-Regression with Exogenous Input) model [57] is considered to
represent the input-output relations of the flow system. For a linear system with n, input channels
and ny output channels, the ARX model can be written as

N N

y(t) + E Aiy(t - i) E Bju(t - i), (5.4)
i=1 i=O

where matrices Ai and Bi contain model constants to be determined, y(t) is the output vector of
length ny, u(t) is the input vector of length nu, N is the model order. The matrix coefficients Ai
(1 < i < N), is any x n, matrix, and Bi (0 < i < N) is any x nu matrix. Equivalently, the model
can be expressed in a compact form,

y(t) = D(t - 1)0, (5.5)

where D(t - 1) is a linear function of input-output data,

y(t - 1), y(t - 2), ... , y(t - N), u(t - 1), u(t - 2),-- ,u(t - N), (5.6)

and 0 contains the unknown model parameters, i.e., the rows of Ai and Bi. To fit the model to
input-output data, one seeks the best Ai and Bi that can minimize the difference between the
system output and the model output using available sampled data for the same input sequence.
One way of finding the best Ai and Bi is to solving the least square problem,

LO = R, (5.7)
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where
L = [Ly L.], (5.8)

and

"yT(t -1) yT(tf -2) ... yT(t - N)

S=yT(t - 2) yT(tf - 3) ... yT(tf - N - 1) (5.9)Ly

yT(N) yT(N) . yT l)
--uT (tf) --uT (ti -1) ... . uV(tf -- N )

-u uT(t -f 1 --uT(tf - 2) .. .uT(tf N - 1) (.0

-_uT(N + 1) --uT(N) ... . uT(1)

where tf is the number of samples and superscript T denotes the matrix transpose operation. The
dimension of matrix L in equation (5.7) is (tf - N) x (Nn2 + Nnynu + n nu).

In practice, since the order of the system model to be identified is not known in advance, it
is necessary to over-parametrize the system model by choosing a high system order to make sure
that the model's degree of freedom is sufficiently high. When the matrix L has full rank, an
efficient way to solve the least square problem is the QR method [31]. However, when the selected
system order N is large, it is possible that L becomes rank-deficient as some of the columns of L
are (numerically) nearly linearly dependent. When L is rank-deficient, there are infinitely many
solutions of 0 satisfying the least square problem, because the null space of L contains non-zero
elements. Each of these infinitely many solutions is actually the sum of a minimum-norm solution,
which lies in the row space of L, and an arbitrary component that lies in the null space of L. In
the present study, the (unique) minimum-norm solution 0 of the least square problem is used for
parameter estimation. The minimum-norm solution can be written symbolically as

0 = L+R, (5.11)

where L+ is the pseudo-inverse of L, which can be computed by a method based on the singular
value decomposition of L [31].

Once the model coefficient matrices Ai and Bi in equations (5.4) are found, the system model
can be converted to an equivalent standard state-space form (5.2). In the present study, we chose
to use the observer form [57], in which the system matrices (A, B, C, D) are related to model
coefficients Ai and Bi by:

-- A1  I 0 0 .-. 0 B1 -A 1 Bo

-A 2  0 I 0 ... : B 2 -A 2Bo

A= , B= (5.12)

-AN :.............0 BN - ANBO

C= [I 0 0...], D=Bo (5.13)

The state-space realization of the identified ARX model has nYN states.
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Over-parameterizing the system may introduce some states that are uncontrollable or unob-
servable (or nearly so). These states should be removed before control synthesis. This can be done
by using the balanced truncation model reduction technique (32]. This model reduction technique
starts with finding the similarity transformation matrix T such that the controllability Gramian
Wp and observability Gramian Wo, defined as

WP = j(A*)tC*CAt, (5.14)
t=O

Wo = EAtBB*(A*)t, (5.15)

t=O

in the infinite time interval become equal and diagonal in the new state coordinates. The state
vector i in the transformed space is related to the original state vector x by J = Tx. The state-space
system in the new coordinates can be expressed as,

i(t + 1) = A.4(t) + B•u(t), (5.16)

y(t) = Co(t) + Du(t), (5.17)

where

A =T-1AT, B=T-1 B, 0= CT, D = D. (5.18)

In equations (5.14) and (5.15) the Gramians W, and Wp can be found by solving the Lyapunov
equations,

A*WoA - W, + C*C = 0, (5.19)

AWpA* - Wp + BB* = 0, (5.20)

using a method proposed by Barraud [7] based on Schur factorization of A. It is known that when
A is stable, the solution to each of these Lyapunov equations is unique. It can be shown (e.g., [32])
that the similarity transformation matrix T can be constructed by

T = F-*UEl/ 2 , (5.21)

where F is a factorization of W, satisfying W, = FF*, and U and E are from the singular value
decomposition,

F*WpF = UEV*. (5.22)

Next, the singular values of the Hankel matrix H, defined as

CB CAB CA 2B CA 3 B "' 1
CAB CA2B CA3B CA 4 B

H= CA2B CA 3B CA4B CA 5 B , (5.23)

are computed and sorted in the algebraic order,

U1 c 02 ýŽ"! UN. (5.24)

51



The states associated with larger Hankel singular values, U1,a 2 ,'" ,Urr, are kept while those as-
sociated with smaller Hankel singular values, Ur+l, 0r+2," ,ON, are truncated. The truncation
cut-off index r is determined according to the criterion,

N NN < (5.25)

i=r+l i=1

where - is a prescribed tolerance. The reduced-order state-space system will be used as the system
model for control synthesis.

5.3.2 Subspace Method

An alternative approach to estimate the state-space model using input-output data is the subspace
identification method [70,91]. In this method, the linear models are obtained from row and column
spaces of certain matrices, calculated from input-output data.

The subspace identification starts by forming the following data matrices [91],

u{ = [uJ],
U 23 [uij, (5.26)

Y = V1

using input-output data sequences, where uP = u(i+j-1), uý = u(i+j+N-1), yj = y(i+j-1),

= y(i+j+N- 1) for 1 < i < Tf -2N+ land 1 < j < N. Then the QR-factorization of matrix
M = [UI Up I Yf ] is computed:

M = QR, (5.27)

where Q is unitary and R is upper-triangular [31]. Matrix Q can be divided into three column
blocks

Q=[Q1 Q2 Q3], (5.28)

in which the dimension of each Qj (i = 1, 2,3) is (Tf - 2N + 1) x N. The upper-triangular matrix
R has the form,

R=[ R22 R23], 
(5.29)

0 0 R33J

where the dimension of each Pj (i,j = 1,2,3) is N x N. It can be shown that the least square
estimate of the Hankel matrix, H, defined as

CAN-IB CAN- 2 B CAN- 3B ... CB
CANB CAN-1B CAN- 2 B ... CAB

H I C 2 B (5.30)H = : : ... CA B

-CA 2N-2B CA 2N-IB ... ... CAN-'B
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can be computed by solving

R 22 HT = R23- (5.31)

The order of the system model, r, can be determined using the singular values of H using an

approach similar to the balanced truncation method described in Section 5.3.1 based on the singular
value decomposition of H,

H = UEV*. (5.32)

The columns of U and V corresponding to singular values ,r = diag{al, 02, ... , 0r}, denoted by

U, and Vr, respectively, are used to form the finite-interval observation Gramian 0(r) and the
controllability Gramian, P(r),

C]

0(r) [ r (5.33)
L C A r - 1 _F 

/2J
P(r) = [B AB ... Ar-lB] -r /2Vr , (5.34)

from which the state space realization (A, B, C, D) can be calculated. It can be shown that the
least-square estimate of matrix A can be found by solving

O(r - 1)A = Op(r), (5.35)

where [ CA]

(r)= (5.36)

-CA'-,

Matrices B and C can be obtained from the first row block and column block of 0(r) and P(r),

respectively [57].

5.3.3 Comparison of Identification Methods

For purposes of validation and accuracy check, the system identification methods described in

Section 5.3.1 and Section 5.3.2 are used to identify a known discrete-time linear system under the
influence of noise. The chosen linear system has the following input-output expression:

>: bj(t - i) = E ai,kU(t - i), (5.37)
t=O t=O

where 6 is the output and u is the input and the coefficients bi and ai,k are

0[ 0 2 1.7 1.81 (5.38)
b= 0 0.4243 0.3818 0.4879 0 (

a= [1 1.7 2.52 1.53 0.81] . (5.39)
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The four poles of the above linear system are known to be:

-0.40 + 0.86023252i,

-0.40 - 0.86023252i,

-0.45 + 0.83516465i,

-0.45 - 0.83516465i.

In order to simulate the influence of noise in the system, each output channel 6 is superposed by a
zero-mean white noise sequence 66 to produce the total output (to be used for system identification):

y = ý + k, (5.40)

The superposed noise can be viewed as the measurement noise, or the effect of plant noise measured
at the output channel. The noise sequence 66 is scaled to satisfy

I 1 = rill, (5.41)

where is the vector 1-norm and r is the level of noise relative to the true system output ý.
The (noisy) input-output data sequence generated by this system is used to identify the original

linear system using the two identification methods described in previous sections. Since the original
system is known exactly, the accuracy of the identification methods can be determined based on
the differences between the identified systems and the original system.

The computational setup follows. The value of r is varied from 0.02 to 0.5 to simulate different
noise levels. The input sequence u is zero-mean white noise. Two input-output data lengths, 5,000
points and 50,000 points, are chosen to represent "short" and "long" data sequences. The noise
levels are used to test the sensitivity of identification methods for data contaminated by noise,
and the data lengths are used to test the convergence of the identified system parameters. For
each case, 100 runs were carried out, using independent zero-mean sequences for u and 56 in each
run. For the ARX model, a tenth order system is first identified, and a balanced truncation model
reduction method is used to reduce the system to fourth order. For the subspace method, the
identified system is also truncated to fourth order after state-space balancing. The final system
order is determined by the magnitude of significant Hankel singular values of the balanced systems.

We first focus on the identification of the pole -0.45 + 0.83516465i using 5,000 input-output
data points. Figure 5.1(a) and Figure 5.2(a) show the identified poles from each run, using the
ARX method and the subspace method, respectively, with noise level r = 0.02, and the real pole,
indicated by the intersection of the horizontal and vertical line segments at the center of the plot.
The abscissa and ordinate are the real and imaginary parts, respectively, of the poles. It is seen
that both methods produce fairly accurate results at this noise level.

When the noise level is increased, the ARX method produces more scattering and bias, as
shown in Figure 5.1(b)-(d) for noise levels r = 0.1, r = 0.2 and r = 0.5. The identified poles using
subspace method also show scattering but have little bias even when the noise level is increased,
as shown in Figure 5.2(b)-(d).

In another set of runs, the number of input-output data points were increased to 50,000 in order
to examine the convergence of scattering with more data samples. The scattering of the identified
pole using ARX method is reduced, but the bias still exists, especially when the noise level is high,
as shown in Figure 5.3. The identified poles using the subspace method show less scatting and less
bias, as seen in Figure 5.4. The identified of the other three poles show similar patterns.

To quantify the overall identification error, the relative identification error, defined to be the
difference between the norm of the identified system and the norm of the true system normalized
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0.845 1 0.845 1
(a) (b)

0.835 0.835 085

0.825 0.825
-0.46 -0.45 -0.44 -0.46 -0.45 -0.44

0.845 1 0.845 1
(c) (d)

0.835 1 0.835 -

0.825 0.825 1
-0.46 -0.45 -0.44 -0.46 -0.45 -0.44

Figure 5.1: The identified pole using least-square estimate of the ARX model with 5,000 data
points: (a) r = 0.02 (b) r = 0.1 (c) r = 0.2 (d) r = 0.5.

by the norm of the true system,

IISidII2 - IlStrI,- 12 (5.42)
IlStruJeI2

against various noise levels is plotted in Figure 5.5. Consistent with previous results, the relative
identification error increases more rapidly for the ARX method than that of the subspace method.
Therefore, it is concluded that the subspace identification is more accurate than the ARX method
for a system influenced by noise. Therefore, the subspace identification method will be used to
identify system parameters in all subsequent computations.
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0.845 1 0.845 1
(a) (b)

0.835 - 0.835 1
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0.845 0.845 I

0.835 0.835 -

0.825 1 0.825 F
-0.46 -0.45 -0.44 -0.46 -0.45 -0.44

Figure 5.2: The identified pole using subspace method with 5,000 data points: (a) r 0.02 (b)
r 0.1 (c) r= 0.2 (d) r 0.5.

0.845 0.845 1
(a) (b)

0.835 [ 0.835 1

0.825 0.825 '
-0.46 -0.45 -0.44 -0.46 -0.45 -0.44

0.845 1 0.845
(c) (d)

0.835 F 0.835

0.825 1 0.825 1
-0.46 -0.45 -0.44 -0.46 -0.45 -0.44

Figure 5.3: The identified pole using least-square estimate of the ARX model with 50,000 data
points: (a) r = 0.02 (b) r = 0.1 (c) r = 0.2 (d) r = 0.5.
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Figure 5.4: The identified pole using subspace method with 50,000 data points: (a) r = 0.02 (b)
r = 0.1 (c) r 0.2 (d) r = 0.5.
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Figure 5.5: Identification error with various noise levels: - ARX method ---- subspace method.
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5.4 Optimal Control

Once a linear system model is obtained from the system identification procedures described in
section 5.3, it can be used for control synthesis. Here we apply linear optimal control theory to

obtain the optimal feedback law. Note that the feedback law is only optimal for the time-invariant
linear system model with respect to a certain (pre-defined) cost function. It is unlikely that the
feedback law constructed this way is optimal for the real (nonlinear) flow system, particularly for a

simplified linear system model identified using pre-determined input-measurement locations. Nev-

ertheless, existing linear optimal control theory in the literature provides a convenient framework

for control synthesis. More accurate system model and parameter estimation procedures may be

used within the same framework. In the following sections, we summarize pertinent results from

linear optimal control theory that will be used for separated flow control. More detailed treatment

of linear optimal control theory can be found in the literature [24,32].

5.4.1 LQR Synthesis

Consider the discrete-time finite-dimensional time-invariant linear dynamical system (5.2). The

standard discrete-time LQR (Linear Quadratic Regression) problem is to find the optimal input
(or control) sequence u(t) such that the cost function J on the infinite time interval,

00

J = Ex(t)*Rx(t) + u(t)*Qu(t), (5.43)
t=O

is minimized for certain weighting matrices R and Q. When the system (A, B) is stabilizable and
(A, Q) is detectable, the solution of the LQR problem is the optimal control sequences

u(t) = -Kx(t), (5.44)

where the control gain matrix K is

K = (R + BTPB)-IBTPA, (5.45)

where P is the nonnegative symmetric real matrix satisfying the algebraic Riccati equation,

P = Q + ATPA - ATPB(R + BTPB)-IBTPA. (5.46)

According to equation (5.44), computing the control sequence u(t) requires the state vector x(t), but
this information is not available from the plant (i.e., the separated flow) as discussed in section 5.3.

The state vector x(t) is merely a working variable used for deriving a linear model of the plant.

It has no obvious physical meaning, nor is available for feedback. The only available information

from the plant is the measurement sequence y(t). The Kalman filter [4] provides a way to compute

an optimal state estimate, which can be used to compute the control sequence u(t), based on the
measurement y(t). Computing the feedback control sequence u(t) using state estimate is known as

the LQG (Linear Quadratic Gaussian) problem, described in the next section.

5.4.2 LQG Synthesis

In the LQG (Linear Quadratic Gaussian) problem, one looks for the optimal feedback control gain

as well as an optimal filter for state estimate. According to the separation principle [32], these two

problems can be solved independently. Since the optimal control gain is computed in the same

58



way as the LQR problem discussed in section 5.4.1, we focus on the optimal filter, known as the
Kalman filter, in this section.

When a linear system and its measurement are influenced by noise, its state-space representation
can be written as,

x(t + 1) = Ax(t) + Bu(t) + Bww(t), (5.47)
y(t) Cx(t) + Du(t) + v(t),

where w(t) is the plant noise and v(t) is the sensor noise. The matrix BW represents how the plant
noise w(t) enters the system. When w(t) and v(t) are white and uncorrelated and defined as

RWV: im-lv(t)v*(t),

I~o t

i~l
R"W = lr~ im Z w (t)wV* (t),

1 t

the optimal state estimate:ý(t+ 1) of x(t+ 1) using measurement y(t) up to time t is the discrete-time
Kalman predictor,

,i(t + 1) = A:1(t) + F[y(t) - ý(t)] + Bu(t), (5.49)

P(t) = Ci(t) + Du(t), (5.50)

where F is the Kalman filter gain matrix,

F = XCT-R2 (5.51)

and X is the solution to the algebraic Riccati equation,

X = Bw(WBT + AXAt -XCT(R2 + CXCT).ICXAT, (5.52)

Matrices R 2 and W in equations (5.51) and (5.52) are those defined in equation (5.54). It can
be shown that the estimation error, defined as Ax(t) = i(t) - x(t), can be expressed in terms of
the impulse response of the transfer function from plant noise to estimation error, gj, and impulse
response of the transfer function from sensor noise to estimation error, g2, i.e.,

Ax = g*w+g*v. (5.53)

The state estimate i is optimal in the sense that the cost function Jn defined in terms of the
weighted sum of the squares of the t 2 norm of the impulse responses gi and g2,

0O

J'• = E gr(t)Wgl(t) + g2(t)*R2g2 (t), (5.54)
t=O

is minimized.
Central to the computation of the solution of the LQG problem is solving the two algebraic

Riccati equations (5.46) and (5.52), which can be accomplished using a generalized eigenvalue
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approach derived by Van Dooren [22]. The LQR control gain K and Kalman filter gain F are then
computed by solving the following systems of linear equations,

(R + BTPB)K = BTPA, (5.55)

and
FR 2 = XCT. (5.56)

While the solution to the LQG problem can be obtained as described above, given weighting
matrices Q, R (in equation (5.43)), W and R 2 (in equation (5.54)), iterations are needed to yield a

useful feedback control gain K. For example, the control actuation has an upper bound for its am-
plitude (e.g., due to mechanical power limitation), which effectively sets an upper limit on the norm

of the control gain K. The LQR problem solved above does not consider this constraint, but the
norm of the control gain K can be adjusted by choosing the weighting matrix Q in equation (5.43)

to meet some practical device specification. In fact, the choice of weighting matrices Q and R in the
cost function (5.43) has broader affects to influence the characteristics of the frequency response
of the closed-loop system, and is highly problem-dependent. Similarly, to calculate the Kalman
filter gain, it is assumed that the noise variances (5.48) are known. However, the noise variances

of the plant are generally not known in advance, as they represent the total effects due to external
disturbances and the effects of nonlinear dynamics in the flow, in the view of a linear system model.
Therefore, the choice of the weighting matrices in equation (5.54) also involves trial-and-error and

is problem-dependent.
Therefore, while the cost function (5.43) defines what to be minimized (so that the control

is optimal in that sense), the weighting matrices are often adjusted in control synthesis so that
the feedback controller satisfies certain properties and design specifications. From an engineering
perspective, what is important appear to be the overall performance of the controller, but not a
particular form of cost functions. The implications of this will be discussed further in Chapter 6.

It is known that the Kalman filter (5.49) generates the minimum variance state estimate when
the noise is Gaussian. If the noise is not Gaussian, the Kalman filter generates the linear minimum
variance state estimate [4]. In either case, strictly speaking, the Kalman filter is only applicable to
linear systems. When the plant is nonlinear, one may consider the extended Kalman filter, which
uses a linearized approximation about a state estimate, or other more sophisticated nonlinear
filtering approaches. Since the Kalman filter provides a simple solution to the state estimate
problem given a linear model, it is used in the present study for state estimate for feedback control

of separated flows.
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Chapter 6

Application to a Separated Boundary
Layer

In this chapter, the control-theoretic approach described in Chapter 5 is applied to control a
separated boundary layer.

6.1 Preliminary Considerations

When the angle of attack of an airfoil is increased, the time-averaged separation point on the
suction side tends to move toward the leading edge as the boundary layer encounters stronger
adverse pressure gradients. At a large angle of attack, leading-edge separation becomes a dominant
mechanism that essentially determines the lift level, and also the overall aerodynamic performance,

of the airfoil. It has been believed and observed that if the size of the leading-edge separation region
is reduced, the lift force of the airfoil is increased, at least in a time-averaged sense. Therefore,
suppressing the leading-edge separation is of primary concern when feedback control is to be used to

improve the airfoil's aerodynamic performance. Given a linear system model, while the LQG-based
control-theoretical approach described in Chapter 5 provides a general framework for feedback
control design, a number of practical issues need to be addressed before applying the approach to
separated airfoil flows.

First, the computational cost is significant if full three-dimensional airfoil flow simulations
are used to tune control parameters during control synthesis. For control synthesis, simulation
of the plant (i.e., the separated flow) should be computationally tractable in order to facilitate
parameter tuning. Such parameter tuning is necessary in order to match certain dynamic properties
of the controller, such as robustness and noise rejection [32], with those of the plant for control
effectiveness. While it is possible to carry out individual three-dimensional calculations of separated
flow past an airfoil using the methods described in Chapter 3, such simulations are computationally
too expensive with available computational resources when control synthesis is involved, in which
a large number of runs need to be carried out to explore the space of control parameters.

Second, even if the computational cost can be reduced to a manageable level by using the DES
approach, described in Chapter 2, which has been shown to have the potential of treating high
Reynolds-number turbulent separated flows at low cost (relative to DNS/LES), it is not clear how
accurate the flowfield solution is in the near-wall regions, which is affected by control actuation. The
current DES approach introduces an interface, which is known to be a source causing inaccurate
turbulence statistics (see, e.g., [74] and the results discussed in Chapter 4), dividing the LES region
from the (near-wall) RANS region. With control actuation the situation becomes more complicated,
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as we currently have limited knowledge about the controller constructed based on the approach
described in Chapter 5 and its effects on the flow. The combined effects from the modeling error
associated with DES and from the feedback control actuation in near-wall regions cause concerns
about whether one could distinguish them in complex flows.

Based on the considerations above, for the purpose of posing a separated-flow control problem
that is computationally tractable using available computing resources, and to reduce uncertainty
in exploring control strategies for separated flows, we chose to use a separated boundary layer
as a model flow problem for control design and testing. DNS is used for plant simulation to
avoid uncertainties of using DES for the forced flow near the wall. In the following sections, the
computational settings of a separated boundary layer are described, and DNS results for a three-
dimensional transitional separation bubble are established. These results are used to guide a series
of two-dimensional calculations, which are then used to for system identification and feedback
control design and testings.

6.2 A Transitional Separation Bubble

A separated boundary layer on a flat plate is created by imposing adverse pressure gradient (APG)
to an incoming Blasius boundary layer. When large enough APG is imposed, the boundary layer
close to the bottom wall separates and reattaches, forming a separation bubble, a scenario similar to
the leading edge separation of an airfoil. In this section, the computational settings of a transitional
separation bubble are described and results discussed.

6.2.1 Computational Setup

Adverse pressure gradient is created by applying suction on the top boundary of the flow domain,
similar to the approach used by, among others, Alam and Sandham [3] and Spalart and Strelets [86].
This flow can be specified by the suction velocity profile and two Reynolds numbers, Rex = XUI/v
and Rey = YUo,/v, where U,, is the incoming free stream velocity, X the streamwise coordinate
of suction measured from the virtual origin of the Blasius boundary layer, Y the wall-normal
coordinate where suction is applied, and v the kinematic viscosity.

The objective of the present study is not to investigate the complete parameter space of this
flow, but to investigate whether it is viable to use the system identification approach in designing an
effective closed-loop linear controller for separated flows. For this purpose, the Reynolds numbers
Rex = 105 and Rex = 3Rey are used. On the top boundary of the computational domain, the
following velocity boundary conditions are prescribed:

au Ov (6.1)ay ax,'(61

v(x) = vm exp [a(X- X) , (6.2)

w = 0, (6.3)

where vm = 0.71U,, a = 17.3 and X = 3Y.
At the inflow plane, the flow is assumed to be a two-dimensional, steady, zero-pressure gradient
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laminar boundary layer, described by the boundary layer equations

X + (6.4)

with the boundary conditions
u=v=O aty=0, (6.5)

u=U. aty -- oo.

By introducing the similarity transformation variable

r7= Y 2vx'

where x is the streamwise distance from the virtual origin of the Blasius boundary layer, the
boundary layer equations (6.4) can be transformed to the Blasius equation,

f"i + f f" = 0, (6.6)

where f = f(,q) and the primes denote derivatives with respect to rq. In equation (6.6), f is related
to the stream function 0 by

f = V2-v- -x, (6.7)

and is subject to the boundary conditions

{ = 0 atq 0, (6.8)
1 f1=1 atl rI4oo.

Equation (6.6) is solved by a shooting method based on a fourth-order Runge-Kutta method,
yielding the Cartesian velocity components u and v, in streamwise and wall-normal directions,
respectively, within the Blasius boundary layer,

u = P'(r0)U., (6.9)

v = (rf', - f) .2 Ux°°, (6.10)

which are prescribed at the inflow plane of the computational domain. The spanwise velocity com-
ponent is assumed to be zero at the inflow plane. It is known that, according to the solution of the
Blasius equation, the wall-normal velocity v in equation (6.10) is finite at r7 --* cc. Generally, this is
inconsistent with the prescribed suction velocity in the wall-normal direction given in equation (6.2)
which decays to zero exponentially (more precisely, decays like - exp[-x 2]). As a compromise, at
the inflow plane, the streamwise velocity is taken from the Blasius solution using equation (6.9),
while the wall-normal velocity is set to zero. This approximation is justified by the observation that
as the boundary layer enters the APG region, the flow is affected strongly by the suction where the
Blasius boundary layer ceases to exist within short distance.

At the outflow plane, the convective boundary conditions

-9+ Ur- au 0,
I Ot OxI v Ov

Tt+ Ux- 0, (6.11)
Ow Ow

+ U•x o0,
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are prescribed, where U, is a convective velocity adjusted at each time step to allow vortical
structures to exit the computational domain without much distortion. If U, is too small, numerical

oscillations can take place near the outflow plane. If U, is too large, it would limit the time step size
since the time derivative terms in equations (6.11) are treated explicitly. Numerical experiments

show that a good choice of U, at the outflow plane is

U, = r max lul, (6.12)

where the max operation is applied to all streamwise-velocity nodes on the outflow plane, and the

scaling factor r is adjusted so that the global mass conservation is satisfied.

Cartesian mesh is used for calculating the flowfield of the separated boundary layer, although
the Navier-Stokes equations are solved in their generalized-coordinate form described in Chapter 3.
In order to resolve steep velocity gradients in the wall region, the grid points are compressed in

the wall-normal direction near the wall. The use of zero-vorticity condition (6.1) along the top
boundary of the computational domain allows relatively coarse grid (in the wall-normal direction)
to be used there. Using Cartesian mesh is advantageous because the cross-derivative terms in the
discrete Poisson equation (3.34) vanish, resulting in faster convergence of the multigrid iterations as

opposed to their existence in non-orthogonal mesh used in airfoil flow calculations. When uniform
mesh is used along the streamwise direction, the fast transform method described in Section 3.3.2

is used.

6.2.2 Results

The first step is to establish grid-independent solution, since transitional flows are known to be

sensitive to grid resolution. Such calculations also provide guidelines for subsequent ones involving
feedback control. Results from three different grids are reported here. A companion LES is also
carried out for accuracy check. Important grid spacing parameters in these cases are summarized
in Table 6.1.

Case Rex N. N9 Ný Ax Az Type
A 105 769 193 192 1.2 x 10-2 3.1 X 10-3 DNS

B 105 1537 193 192 5.9 x 10-3 3.1 X 10- 3  DNS
C 105  3073 257 256 2.9 x 10- 3  2.3 x 10-3 DNS
D 105 769 129 128 1.2 x 10-2 4.7 x 10-3 LES

Table 6.1: Grid spacings of separated boundary layer simulations. Ax is the streamwise grid size.

Az is the spanwise grid size.

Figure 6.1 shows the time-averaged pressure coefficient distribution at the wall. The pressure
distributions collapse for all cases in the laminar region and the turbulent region, showing that the

solutions are well resolved in these regions. However, there are discrepancies in the transitional
region, as expected. Comparing Case A and Case B, as the grid size is reduced, the transition

location moves downstream. The pressure distributions of these two cases have same shapes, but
differ essentially by a shift in streamwise direction. This suggests a delay of transition in Case B
compared with Case A. The pressure distributions of Case B and Case C almost collapses on each
other, indicating grid independence. These tests show that the streamwise grid size appears to be
most sensitive to resolve the transitional region, consistent with the observations made by Jacobs
and Durbin [421 in their by-pass transition simulations. The pressure distribution from the LES
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Figure 6.1: Mean pressure coefficient. ---- Case A; ---- Case B; Case C; ........ Case D.

calculation (case D) falls between the solution of case A and those of B and C, indicating reasonable
accuracy level using LES.

Figure 6.2 shows the mean skin friction coefficient distribution. Similar to the wall pressure
distribution, the skin friction distributions are essentially the same in the laminar and turbulent
regions for all cases, but differ in the transitional region. In the laminar region, the skin friction
initially follows the Blasius solution (6.6),

Cf,Btasius - 0.664 (6.13)

but deviates from it after the pressure rises as the flow enters the APG region. The skin friction
then falls below zero due to a laminar separation. Beyond the separation point the skin friction
slightly rises and then drops to its minimum value under the separation bubble, followed by an
increase due to turbulent reattachment.

Since our focus in this chapter is about identification and control design of separated flows,
other results obtained from the DNS of the transitional bubble will be reported elsewhere.

6.2.3 A Two-Dimensional Flow

Although the flowfield of the three-dimensional transitional bubble can be computed using the
current parallel code within much shorter wall-clock time than its serial counterpart, the overall
computational cost (wall-clock time and number of processors multiplied together) remains very
high, since in control synthesis it is necessary to explore the space of control parameters involving
a large number of runs. Therefore, to reduce computational cost, it was decided to conduct flow
control study on a two-dimensional version of the separated boundary layer discussed in Section 6.2.
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Figure 6.2: Skin friction coefficient. --- Case A; ---- Case B; Case C; ........ Case D;
o Equation (6.13).

The computational setup is similar to the three-dimensional transitional bubble in Section 6.2, but
has only one computational plane in the spanwise direction. The flowfield is two-dimensional,
laminar and unsteady. Unlike its three-dimensional counterpart in which the shear layer breaks
down and transitions to turbulence, discrete vortices develop beyond the separation region and
convect downstream; transition to turbulence is not present due to the two-dimensional constraint.

The Reynolds number used for the subsequent flow control study is Rex = 6 x 104. The
computational mesh has 769 points in the streamwise direction, and 192 points in the wall-normal
direction. The mesh is clustered around the recirculation region and near the wall to resolve sharp
velocity gradients. The domain decomposition described in Chapter 3 is used to carry out the
calculations on distributed-memory parallel computers.

The flow is a vortex-shedding separated boundary layer. The similarity of the flat-plate sepa-
rated boundary layer and the leading edge separation of a NACA0012 airfoil is shown Figure 6.3,
in which the instantaneous spanwise vorticity contours are plotted. While this justifies the use
of the flat-plate separated boundary layer as a model flow for feedback control design, however,
the differences between this two flows should be noted, including, among other things, streamline
curvature of the separated shear layer (which for the airfoil is convex, while that of the flat-plate is
concave, with respect to the freestream), wall curvature, the effects of trailing edge (which is not
present for the flat-plate case).

Figure 6.4 shows the time history of wall pressure at selected measurement locations. The initial
flow field at t = 0 is a Blasius boundary layer flow across the entire computational domain. Once
APG is imposed by suction on the top boundary of the computational domain, vortices are formed
in the APG region convecting downstream and the incoming Blasius boundary layer separate from
the wall. The flow field for tU,,/Y > 15 appear to reach a limit cycle, as indicated from the time
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Figure 6.3: Instantaneous spanwise vorticity contours: (a) separated boundary layer, (b)

NACA0012 airfoil at 100.

history of wall pressure. Figure 6.5 shows the time history of spanwise vorticity at same locations.

6.3 Identification of Separation Bubble

A linear model of the separated boundary layer is needed for constructing a linear feedback control

of the flow. The system identification approach described in Chapter 5 is used for this purpose.
In the following, the computational setup for the system identification of a separation bubble is

described, followed by characterization of the identified linear models.

6.3.1 Wall Actuation

Surface blowing and suction are used as control actuation. In all simulations, time-dependent
wall-normal velocity components are prescribed to mimic the effects of blowing and suction of

real actuators. The internal dynamics of the actuator, which essentially translates the control

commands given by the controller to blowing and suction of fluid on the wall, is not considered in
this study. Instead, the velocity profile at the blowing and suction location is prescribed according

to control commands. The velocity profile at the actuation location is expressed as

v.(x, t) = ¢ (x)1 2 (t), (6.14)

where O (x) is the spatial distribution of blowing/suction and P2 the temporal variation. The
function 01 is expressed as

+eOha + e-0"
5

a - e-a(x-xc)/w - f-a(-T+x,)/w w W

--x eOsa + -0Sa- 2.0 2 i - X 2- (6.15)
) 0, otherwise,

where w is the width and x, = 1.5Y is the centerline location of actuation.
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Figure 6.4: Time history of pressure at the wall. From bottom to top: x/Y = 2.57, x/Y = 2.68,

x/Y = 2.80, x/Y = 2.92, x/Y = 3.04 and x/Y = 3.15.

The velocity profile in equation (6.15) approaches a parabolic profile when a -4 0 and approaches
a uniform profile when a is large, while maintaining the no-slip condition €k, = 0 at x = x, - w/2
and x = x, + w/2. In a real actuator, if the passage between the pumping chamber and the outlet
is long enough, the exit velocity would be closer to a parabolic profile. If the passage is short,
the velocity profile would be closer to a uniform velocity. However, it should be noted that the
prescribed velocity profile is not realistic, especially in the suction phase [53]. Since our attention
here is on the identification of separation flows and the design of linear control, more realistic
velocity distribution of the actuator is postponed for future study.

The time variation of actuation is determined by 02. In an open-loop control, 02 is prescribed
(e.g., using predetermined forcing frequencies), while in a closed-loop control, 02 is determined
using information from the flowfield (e.g., wall measurement).

6.3.2 Open-loop Forcing

Open-loop forcing of the separated boundary layer is used for examining a number of features of
the forced flow and to create necessary data sequences for system identification calculations.
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Figure 6.5: Time history of spanwise vorticity at the wall. From bottom to top: x/Y = 2.57,
x/Y = 2.68, x/Y = 2.80, x/Y = 2.92, x/Y = 3.04 and x/Y = 3.15.

Single Frequency Forcing

To examine the effectiveness of individual forcing frequencies on separated boundary layer, single-

frequency forcing is applied. Specifically, 02 (t) in equation (6.14) is chosen to be a sinusoidal

function,

0 2 (t) = Vm sin(27rft), (6.16)

where f is the prescribed forcing frequency and Vm = 0.08U,, is the maximum forcing magnitude.

A number of nondimensional forcing frequencies f, ranging from 0 to 3, is applied. In each

case, starting with an unforced (vortex shedding) flow field as the initial condition, the simulation
is first advanced for a time interval of IOOtU,/Y, followed by another time interval of 50tUoo/Y
for calculating flow statistics.

The instantaneous spanwise vorticity fields of the forced and unforced flows are shown in Fig-
ure 6.6. In general, the forcing amplifies the instability in the shear layer, causing the cat-eye
structure to form before the shear layer breaks down. However, the shear-layer responds differently
to different forcing frequencies. It is observed that the shear-layer instability mechanism acts like a

band-pass filter; too high or too low forcing frequency has little impact on the time-averaged bubble
length. When forcing at the right frequency, the instability in the shear layer is rapidly amplified,
inducing large wall-normal velocity fluctuations which enhance the momentum transport in the
wall-normal direction. Such wall-normal velocity fluctuations appear to be the key mechanism to

reduce the separation bubble size (in the time-averaged sense).
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Figure 6.6: Instantaneous spanwise vorticity using open-loop forcing: (a) f =1, (b) f =2, (c)

random forcing, (d) no forcing. The scale in wall-normal direction is stretched for clarity.

Station x/Y

1 2.57
2 2.68

3 2.80
4 2.92
5 3.04

6 3.15

Table 6.2: Streamwise coordinates of measurement stations.
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Figure 6.7: Pressure time history of forced flow at measurement station 3: (a) f = 0, (b) f = 2.5,
(c) f = 2.0, (d) f = 1.5, (e) f = 1.

To facilitate subsequent discussion, the streamwise coordinates (relative to the virtual origin

of Blasius boundary layer) of measurement stations are listed in Table 6.2. Figure 6.7 shows the
pressure time history at measurement station 3 using different forcing frequencies. The initial
condition of simulation is an unforced vortex-shedding separated boundary layer. After the initial
transient, pressure fluctuations are reduced when forcing is applied. Forcing at a frequency higher
than f = 3 has little impact on pressure fluctuation measured at this station.

The time-averaged view of the flow fields are presented next. The locations where a time-
averaged streamline intersects with the wall are identified as the separation and reattachment
points. The time-averaged bubble length is defined to be the distance between the separation and

the reattachment points. The dividing streamlines of the time-averaged flowfields for the cases of
f = 0 (i.e., no forcing) and f = 1 are shown in Figure 6.8. It is seen that the time-averaged bubble

length and height are reduced when forcing is applied.
It should be mentioned that, for the same forcing frequency, the bubble lengths could be dif-

ferent when different forcing amplitudes are used (not shown here); the relationship appears to be
nonlinear. In an extreme case, for example, if suction is very strong, the whole boundary layer
could be sucked into the wall when (U56*)/(vwd) < 0(1), where U,, J*, vw, d are freestream
velocity, boundary layer displacement thickness, mean suction velocity, and length of the suction
slot, respectively. This extreme case is not pursued in the present study.

Consistent with other studies of forced separated flows, when keeping other parameters the
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Figure 6.9: White forcing sequence applied to separated boundary layer.

same, there exist an optimal forcing frequency at which the time-averaged separated bubble size

reaches a minimum. It would be useful if selecting the optimal frequency can be done automatically
by the controller according to the flow state, instead of trial-and-error (usually by sweeping a range

of forcing frequencies).

White-noise Forcing

To establish necessary data sequences for system identification, a white forcing sequence is applied

at the same actuation location as in single-frequency forcing cases. The time sequences of surface
vorticity and pressure at a number of downstream measurement locations are stored for system

identification calculations. Starting from an unforced flow field, forcing is applied to the flow over

a time interval of 900 tUJY, corresponding to approximately 300,000 simulation time steps. The

duration of forcing is determined by examining the convergence of identified system parameters.
The white forcing sequence in the time interval of [0, 50] is shown in Figure 6.9.

The time step size for the separated boundary layer flow simulation is not necessarily the same

as the time step in the discrete-time control system. In fact, the time step size for Navier-Stokes
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simulations is usually smaller than the sampling time of present system identification and discrete-
time control. This is because the time step used for solving Navier-Stokes equations has to be small

enough for accuracy and stability reasons, discussed in Chapter 3. On the other hand, the sampling
time of discrete control is determined by some dominating system dynamics for control purposes.
Specifically, the time step size of Navier-Stokes simulations has to be smaller than that of the time
scale of small eddies in near-wall recirculation regions in order to obtain correct separated boundary
layer evolution, while the sampling time interval in discrete-time control need be only small enough
to "resolve" large-scale vortex-shedding that are important for control purposes, which takes place
at a larger time scale than that of near-wall small eddies.

Using the input white-noise sequence and recorded data from measurement stations, the linear
state-space models of the separated boundary layer flow are computed using the method described
in Chapter 5. The results are discussed in the next section.

6.3.3 Linear Models

Two types of linear system models are constructed. The first type is SISO (single-input, single-
output) models, based on each input and measurement data pair. The second type is SIMO
(single-input, multiple-output) models, based on the same input data and data from multiple
output channels. A SISO model represents the input-output relationship corresponding to the ac-
tuation and one measurement location. A SIMO model represents the input-output relationship
corresponding to the actuation and all measurement stations. Before presenting system identifi-
cation results, a number of issues regarding the identified models using the present approach are
discussed below.

First, the identified model is linear, implying that any nonlinear dynamics of the system cannot

be incorporated into the model (more specifically, the system matrix A as discussed in Chapter 5).
Since it is known that separated flows exhibit strong nonlinear interactions between the near-wall
boundary layer and the inviscid freestream flow, it may not be possible to obtain fully converged
system parameter results based on a linear model structure. A central question to this problem
is whether the linear model can capture important dynamics of the (nonlinear) system so that an

effective control can be constructed.
Second, the identified model only represents the dynamics at the wall, since only wall actuation

and wall measurement data are used. This is in contrast to the control-theoretic approach used

in other studies (e.g., [10, 55]), in which the linear model, derived from linearized Navier-Stokes
equations with respect to a mean flow, contains information inside the flowfield although only
wall-measurements are used for feedback.

Third, the identified model is a stable linear system. This implies that the output of the identi-
fied model does not grow to infinity no matter how its internal states are perturbed continuously (by
either disturbances or actuation). Note that the term "stable" used here is not to be confused with
the stable/unstable modes of shear layer stability in fluid mechanics literature. All non-zero states

of a stable linear system should decay to zero exponentially without external input/disturbance.
However, even if there is no actuation, the present separated boundary layer exhibit persistent
vortex shedding, and hence resulting in fluctuating measurement data. This can be explained

by viewing the (unforced) separation bubble as a lightly-damped stable linear system subject to
continuous external disturbances (due to instability of inviscid-viscous interactions), although the

separation of the stable linear part and the disturbances are not carried out explicitly. With this
view, it is understood that the system identification of the present separated boundary layer refers
to extraction of this stable linear system from measurement data.

Once a linear model is identified, it is useful to check the model's accuracy before using it
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to design a feedback controller. Ideally model validation can be done by comparing its states or
outputs to their counterparts in a corresponding Navier-Stokes simulation upon which the model is
based. However, the observations made in previous paragraphs suggest that such direct comparison
is not straightforward. For example, since the states in the identified model carry no physical
meaning (discussed in Chapter 5), they cannot be compared to any quantity obtained in the
corresponding Navier-Stokes simulation. In addition, the flow quantities detected at measurement
stations obtained from a forced separated boundary layer are results of the nonlinear interaction of
control actuation and the separated boundary layer. The system identification approach can only
extract a linear model from measurement data, and treat everything else as disturbances; it cannot
distinguish if the disturbance comes from the interaction between actuation and shear layer, or
from the nonlinear shear layer dynamics. This makes a direct comparison of system outputs, from
the identified model and from Navier-Stokes simulation, respectively, rather difficult.

In order to elicit some meaningful comparison for model validation, the impulse response of the
linear model is computed and compared with the output of a separated boundary layer subject to
a pulse, detailed in the following section.

Impulse Responses

The impulse responses of the identified linear model corresponding to measurement stations 1
through 6 are shown in Figure 6.10. Each of the linear models based on SISO data sequences uses
data from the input sequence and from each of the output channels. The linear model based on
SIMO data sequences uses the same input sequence and data from six output channels. When
sufficient samples are used, the SISO systems generate essentially the same impulse responses as
those from the SIMO system. However, it was generally observed that SISO systems required
longer data sequences than the SIMO system in order to achieve converged identification results.
Therefore, the identified SIMO linear model is used for all subsequent calculations.

An interesting feature of the impulse responses is that the effect of convection delay is captured
by the linear model. After the impulse is applied to the linear model, the model generates a
large oscillation, shown in Figure 6.10, at its output channels after a time delay. This appears
to be similar to the behavior of a separated boundary layer. When a pulse is introduced at the
actuation location in a separated boundary layer, it requires finite time for the pulse to propagate
to downstream locations to be detected by sensors at the wall. It is then interesting to see if the
time delay observed in the impulse responses of the linear models matches with that of the actual
separated boundary layer.

To compare the responses of the linear model and the separated boundary layer, a pulse is
introduced at the actuation location in the Navier-Stokes simulations. The pulse is a step function
starting at t = 0 with duration 0.015 t*U../Y. The velocity and pressure of a number of trace
points are recorded. The coordinates of the trace points are listed in Table 6.3. The time history
of the wall-normal velocity components from t = 0 to 10 t*U../Y are shown in Figure 6.11. The
influence of the propagation of the pulse to the separated shear layer can be clearly seen.

The approach to compare the impulse response of the identified linear model and the response
of the separated boundary layer to a pulse uses the measurement data obtained from the afore-
mentioned pulse simulation. The time history of the difference between the separated boundary
layer with and without a pulse at each measurement station is computed and compared with the
impulse responses of the identified model. Figure 6.12 shows two such comparisons at measurement
stations 2 and 3. The impulse responses of the linear system have been rescaled so that the peak
values match with those in the Navier-Stokes simulations. Good agreement is observed at early
time, suggesting that the effect of convection delay is captured by the linear model. The deviation
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Figure 6.10: Impulse responses of identified models: - SIMO identification, ---- SISO identi-

fication. A: station 1, B: station 2, C: station 3, D: station 4 , E: station 5, F: station 6.

Trace point number x/Y y/Y (x102 )

1 1.50 1.58
2 1.80 2.13
3 2.00 3.70
4 2.10 4.33
5 2.16 4.99

6 2.21 5.45
7 2.31 6.40

8 2.40 7.40
9 2.51 8.46
10 2.62 8.46
11 2.71 8.46

Table 6.3: Trace point coordinates.
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Figure 6.11: Time history of wall-normal velocity on trace points 1 to 11, from top to down in
the order of the trace point numbers listed in Table 6.3: - unforced flow, ---- : flow with

step-function pulse. Each time history is offset vertically by 2 units for visualization purposes.
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between the two sets of data at later time (tU,/Y > 4) are due to the phase difference of the
perturbed and unperturbed shear layers due to vortex roll-up.

Frequency Responses

The frequency responses of the linear model corresponding to four measurement locations are shown
in Figure 6.13. In Figure 6.13(a), the gain reaches its maximum around f = 1, and followed by a
drop at f ; 2.5. This suggests that the the identified model would behave like a band-pass filter.
Forcing at too high frequency has little effect on the system. This feature is consistent with the
observations made in the single-frequency forcing cases discussed in Section 6.3.2. The frequency
responses calculated using data from other measurement stations show similar patterns, as seen in

Figure 6.13(b)-(d).

Kalman Filter

Once the linear model of the separated boundary layer is available, it is used to construct linear
control utilizing linear optimal control theory as described in Chapter 5. In the present feedback
control approach, the only available information from the plant (i.e., numerical solution of the
Navier-Stokes equations) is the time sequences of output data collected at measurement stations.
Thus, a state estimator is needed in order to generate the estimate of internal states, which is then

used to generate the control command sequence. For this purpose, a discrete-time Kalman filter
based on the identified linear model is constructed using the procedure described in Chapter 5, and
is used as the state estimator in closed-loop control.

To test the performance of the state estimator, the same input sequence is supplied to both
the Navier-Stokes simulations and the Kalman filter and their outputs are compared, as shown in

Figure 6.14. Without reliable estimate of the initial state of the Kalman filter, zero initial state
is assumed, resulting in zero initial output (due to zero feed-through term) at t = 0. After some
initial transient, the output of the Kalman filter quickly approaches the outputs of Navier-Stokes
simulation. It is seen that the output of the Kalman filter does not collapse with the output
from Navier-Stokes simulation due to disturbances (from a linear system perspective). This test
suggests that the present Kalman filter is able to produce reasonably accurate output estimate for
the separated boundary layer flows.

6.4 Feedback Control

6.4.1 Cost Function

A cost function must be defined based on which the optimal feedback gain matrix can be com-
puted. The cost function may be directly or indirectly related to the actual control goals. In the
present study, however, it is not obvious what the optimal choice of cost function should be to
achieve the goal of "suppressing separation." An observation from the open-loop tests performed
in Section 6.3.2 is that the pressure fluctuations at certain measurement locations in the forced flow
are reduced. Therefore, while other choices are possible, the cost function was chosen to possess
the form

o0

Y, pI(xm; t)Tp'(Xm; t) + yuT(t)u(t), (6.17)
t=O

in LQG synthesis to compute the control gain matrix. The linear controller based on equation (6.17)
attempts to minimize the pressure fluctuation at x = xm as well as the control input. The parameter
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Figure 6.12: Comparison of the impulse response of identified model and the pressure variation of a
separated boundary layer with a pulse: - Pressure difference with and without pulse obtained
from Navier-Stokes equation; ---- impulse response of the identified model (scaled): (a) station 1,
(b) station 2.
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Figure 6.13: Frequency responses of identified models: (a) station 1, (b) station 2, (c) station 3,
(d) station 4.

-y in equation (6.17) represents the relative penalty weightings for the cost of control. Increasing
the value of -y generally results in smaller control gain, and in turn reduces the blowing and suction
intensity of actuation. Reducing the value of -y has an opposite effect.

Once the form of cost function is chosen, the value of y, together with the noise covariance
matrices (see equation (5.54)) are adjusted to achieve desirable control results.

6.4.2 Controlled Flow

A LQG-based feedback control is applied to control separated boundary layer. The initial flowfield
before the control is applied is a two-dimensional separated boundary layer. There is no actuation
for all t < 0. The Kalman filter is initialized to have zero state before control starts. At t = 0, the
control starts using the pressure fluctuation measurement collected at the measurement stations to

generate control command sequence.
Figure 6.15 shows the time history of discrete-time control command. The magnitude of control

commands at early time tUo,/Y < 10 is small, due to the initial response of the state estimator
to incoming measurement data. The maximum blowing and suction magnitude gradually reaches
approximately 0.1Uoo and appears to saturate after tUW./Y > 20. In contrast to single-frequency
open-loop forcing discussed in Section 6.3.2, the control command contains multiple frequencies,
which are determined based on the identified linear model and the controller rather than predeter-
mined by a trial-and-error process.

Figure 6.16 shows the pressure fluctuation history at measurement stations 2. It is seen that
the pressure fluctuations are reduced once feedback control is applied. After some initial transient,
pressure fluctuation level reaches a statistically steady state with a reduced amplitude compared
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Figure 6.14: Comparison of Kalman filter output and Navier-Stokes simulation: (a) station 1, (b)
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Figure 6.15: Time history of closed-loop control command.
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Figure 6.16: Time history of pressure at measurement stations 2.

to its uncontrolled counterpart. It appears unlikely that pressure fluctuations can be made zero by
a single upstream actuator (like the present one) due to the existence of viscous-inviscid instability
which has its origin away from the wall. Persistent wall pressure fluctuation measurement data
also explains why the control commands, shown in Figure 6.15, do not decay to zero.

Figure 6.17 compares the spanwise vorticity fields of unforced and LQG-controlled flows. In
controlled flow, the shear-layer is perturbed and shows the cat-eye structures. The perturbed shear
layer is closer to the wall, resulting in a smaller separation bubble size.

Figure 6.18 shows the mean streamwise velocity profiles of separated boundary layer with and
without feedback control. Since the freestream velocity is varying along the streamwise direction
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Figure 6.17: Instantaneous spanwise vorticity contours: (a) No control, (b) LQG control.
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Figure 6.18: Time-averaged velocity profiles of 2D separated boundary layer: - : uncontrolled;
---. : LQG control.

(due to suction creating APG), the "vorticity velocity", defined in [86]

u* = /Ya wzd,, (6.18)

where w, is the spanwise vorticity, is used to scale the mean streamwise velocity for each velocity
profile in Figure 6.18. It is seen that the reverse flow is largely reduced for the controlled case. The
control appears to have little effects on velocity profiles beyond x/Y > 4.25.

6.5 Summary

A LQG-based control is constructed for a two-dimensional separated boundary layer. The subspace
system identification method is used to construct a linear model based on the input and output data
obtained from numerical simulation of the separated boundary layer. The linear model is shown to
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share a number of features with the separated boundary layer upon which it is based. A Kalman
predictor is constructed based on the identified linear model and is used in LQG control synthesis.
The cost function in LQG synthesis is based on pressure fluctuations on selected measurement
locations, inspired by preliminary tests using open-loop forcing.

The closed-loop control is applied to the two-dimensional separated boundary layer. The control
actuation is able to perturb the shear layer at certain frequencies resulting in reduction of time-
averaged separation bubble size.
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Chapter 7

Conclusions and Recommendations

In the present study, a new parallel computational code which can deal with complex-geometry
high-Reynolds number flows is developed and then used to study the control of separated flow. A
closed-loop control scheme based on a system identification method and LQG control synthesis has
been developed, and is shown to reduce the separation bubble size in a separated boundary layer.

A number of more specific discussions that conclude the present study and make recommendations
for further directions follow.

7.1 Flow Simulation

An efficient computational code for the simulation of turbulent separated flow utilizing massively
parallel computers has been developed, taylored in favor of flow control study. A number of
turbulence simulation techniques, including DNS, LES, DES and RANS are integrated within
a single numerical framework. Both accuracy and efficiency of the new flow solver have been
demonstrated through extensive validations by comparing results for various flows, ranging from
turbulent channel flow to separated flow past an airfoil at a large angle of attack, with existing
ones found in the literature. Since the flow solver is based on a generalized-coordinate formulation,
it is straightforward to deal with other flow geometry to meet long-term research goals.

The parallel algorithm developed in the present study significantly reduces wall-clock run time,
compared to its serial counterpart as shown in Chapter 4. The parallelism essentially removes
the usual resolution limitation seen in prior turbulent simulations and allows problems of very
large size to be solved within relatively short wall-clock time. Specifically, domain decomposition
along two coordinate directions are employed, resulting in a quasi one-dimensional problem, in
the many-processor limit, to be computed for each processor. This is especially advantageous for
turbulence simulations. For example, the domain size along a homogeneous direction can be largely
expanded so that sufficient independent samples are available for computing statistics with short
simulation time. This is helpful, at least for studying flow control of spatially developing flows and
for developing near-wall modeling treatment for LES and DES.

Of particular interest was to test the DES accuracy on wall flows in order to study flow control
for higher Reynolds number flows. The calculations carried out in the present study show that,
while the DES approach can handle high-Reynolds number flows at lower cost than standard LES
approach, it creates an interface between the RANS and LES regions which introduces spurious
effects to the flow solution. This issue has to be resolved before the DES approach can be applied to
flow control study, in order to isolate control actuation effects from modeling errors. On the other
hand, it is observed that the flow solution appears to be less sensitive to the RANS-LES interface
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for massively separated flows, especially those whose separation point is set by geometry, than for
wall-bounded channel flows, since the RANS-LES interface is confined to the vicinity of the wall
and appears to have less impact on the separation regions. It was also found that the second-order
non-dissipative finite-difference scheme produces more accurate results in the LES region than the
upwind-biased schemes, and should be used whenever possible.

7.2 Separation Control

A discrete-time closed-loop linear control scheme is developed for control of separated flows. The
linear system model used in the controller is constructed using the input and output data of the
separated flow, and is shown to preserve certain important features of the separated flow that it is
based on. A closed-loop linear control based on the identified model is shown to be able to reduce

the time-averaged separation bubble size of a separated boundary layer.
In order to build a linear model from input and output data, a subspace system identification

method is used to construct a linear state-space model for the flow. The subspace method produces
more accurate and more robust than an ARX method when noisy data are used. Both SISO (single
input, single output) and SIMO (single input, multiple outputs) system models are considered.
The main difficulty to using multiple input-output channels is only computational: the model
order increases as the number of channels is increased. The high model order is also a consequence
of having no Fourier decomposition in any spatial direction, as was used in prior system-theoretic
approach for channel flow control studies.

One the linear model of the system is obtained, it is used to construct the state estimator,
which is used in LQG control synthesis to produce an optimal feedback control in the infinite time

interval corresponding to the choice of cost function. The feedback control is then applied to a
separated boundary layer, and is shown to reduce the time-averaged separation bubble size.

While the feedback control scheme based on a linear system model for the nonlinear flow pro-
duces promising results, it is clear that there is room for performance improvement, including

" While the closed-loop control determines forcing frequencies based on measurement data and
requires no trial-and-error adjustment, the optimal locations of actuation and measurement
remains an open question. Future study should address these issues and explore the effects
of having multiple actuation locations.

" Other choices of cost function should be explored. For separated flow control, the main control
goal is to reduce separation in order to improve the aerodynamic performance of the device
in question. However, it was not obvious to define a cost function that can guide the control
to achieve this goal. In the future, other types of cost functions should be tested. With the
existing parallel code for flow computation, it is expected that such tests may be carried at
high speed.

"* An adaptive scheme should be explored in order to account for the change in the mean
flow after control actuation is applied. The adaptive scheme may improve the accuracy of

parameter estimation.
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Appendix A

Computation of metric terms

The metric coefficients present in the transformation governing equations are computed and stored
at the beginning of a simulation. The accuracy of the metric coefficient has direct impact on
the solution's quality. In this study, a fourth-order finite difference scheme and a fourth-order
interpolation scheme are used to compute metric coefficients at all staggered locations of flow
variables. The details of these computations are documented below.

Differentiation

Metric coefficients are calculated using the same finite difference method for discretizing the convec-
tion terms. For example, to evaluate c 1 = Ox/Osl using the fourth order finite difference method
is:

Ox (3) Xi-2 - 8xi-- + 8xi+i - (A.1)
1 ,6i 12A61

Evaluation of cni using second order finite difference is:

ax -X Xi - Xi41 (A.2)
91 X=i 66 2A61

Interpolation

In this study, a single grid system is generated for each simulation performed. The generated grids
correspond to control volume corners used in the computation. To calculate metric coefficients
at different variable locations (due to the staggering of velocity nodes), an interpolation scheme
is required to evaluate the corresponding grid coordinates from neighboring points available from

grid generation. For example, to compute the coordinate x at (i + 2 + 1), the following two-
dimensional, fourth-order accurate interpolation scheme is used:

* 1 1 1 1
X* =-•Xi-2,j +-[ -•Xi-1,j + "-Xi+lj+ -'[ 'Xi+2,j

12 4 4 ;ji 123
1 1. 1 . 1 ,12 ,.2±= +-x+ + j*xi,+ 2  (A.3)X+o+ 2 2 12iJ-2 + 4 J1,7 4i+ !+

The accuracy of the finite difference approximation and interpolation (e.g., Equations (A.1)

and (A.3)) can be verified by computing all metric coefficients on a geometry where analytic form
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of M is available. When consistent discretization and interpolation schemes are used, the error
norm, defined as the absolute difference between the metric coefficients computed numerically
and analytically, respectively, should decay and show the corresponding convergence rate as the
computational mesh is refined. Figure A.1 demonstrates that fourth-order accuracy, consistent with
the interpolation and discretization schemes used here, is achieved for calculating c 12. Similar error
convergence patterns are obtained for all other metric coefficients. Also shown in Figure A.1 are the
errors computed using a second-order accurate formulation in an earlier version of our computer

code. It can be clearly seen that the fourth-order formulation used here has not only a higher
convergence rate, but also a lower level of error norm than the second-order accurate formulation
using the same mesh.
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Appendix B

Spurious oscillations

B.1 Effects of grid stretching on centered schemes

Centered schemes are extremely sensitive to grid-to-grid stretching ratio. Spurious grid-to-grid
oscillations, or the so-called 2-J waves, in numerical solution may exist when centered schemes are
used. The undesired oscillations sometimes significantly alter the solution, making the numerical
solution totally unacceptable. Experience shows that the grid sensitivity of centered scheme is
especially severe in directions where flow speed is high. In some cases, the grid-induced 2-J waves
may be minimized by using a uniform or nearly-uniform grid system. The success of previous sim-
ulations of turbulent channel flow and flat-plate turbulent boundary layer flow using centered finite
difference schemes, even with an under-resolved mesh, may be partly due to the fact that uniform
grids are used in the mean (i.e., high-speed) flow directions. For high-Reynolds-number flows in
complex geometry, however, economic consideration typically requires the use of highly stretched
grids. Centered schemes, despite of their superior non-dissipative property when oscillations do not
arise, in many cases fail to produce even a reasonable solution; the onset of spurious oscillations
often severely contaminated the solution. Other aspects of using central schemes in high-Reynolds
number, complex geometry flow simulations are given by Travin et al. [89].

B.2 Spurious Oscillations

When the resolution is marginal, the use of centered schemes, even upwind-biased schemes, some-
times lead to spurious oscillations. This is demonstrated by the results shown in Figure B.1.

B.3 Resolution requirement near the stagnation point

Consider the following model equation,

Ou Ou 1 2u

-T +U-7= -ReaX2 (B.1)

with boundary conditions

u= 1 at x=O

u= O at x=1
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(a) (b)

(c) (d)

Figure B.A: Effect of finite difference schemes. Spanwise vorticity -50 < wý < 50 with increment of
5. Contours of negative values are dashed: (a) second-order central difference scheme, (b) fourth-
order central difference scheme, (c) third-order upwind difference scheme, (d) Kuwahara's upwind
scheme.

Note that this model equation does not include pressure gradient term, and its behavior is not
expected to be similar to the Navier-Stokes solution for complex flows. Nevertheless, its solution
has a boundary layer behavior and is used here for simplicity. In this test, the second-order central
difference is used for all spatial derivatives, e.g.,

09 Ui+1 - Ui- 1 (B.2)

i•x Xi+1 - Xi-1

A hybrid Crank-Nicolson/low-storage third-order Runge-Kutta method is used for time integration.
The grid points are nonuniformly distributed in the interval [0, 1], with more grid points clustered
near x = 1 to resolve the thin boundary layer, using constant expansion ratio. The solution
is advanced in time until steady state is reached. Figure B.3 (a) shows the solution at various
Reynolds numbers. Figure B.3 (b) shows the boundary layer thickness 595, defined as the distance

between x = 1 and the point where u reaches 0.95. Figure B.3 (c) shows the effects of first grid
spacing to the quality of the solution.

It can be seen from Figure B.3(b) that the boundary layer thickness decreases linearly with the
Reynolds number. However, this estimate is rather conservative. In the actual airfoil flow near the
leading edge, the boundary layer is usually thicker than that estimated here. With the effect of

90



pressure gradient, built up due to the existence of solid wall, velocity components start "slowing
down" further away from the wall, leading to a thicker boundary layer.
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Figure B.2: (a) Velocity profile at various Reynolds numbers; (b) Dependence of boundary layer
thickness 695 on the Reynolds number; (c) Effects of grid size near the wall and onset of oscillations.
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